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1 Introduction

In order to exploit frequency diversity by means of frequency domain scheduling in LTE, the eNodeB needs accurate channel state information for scheduling and link adaptation. Since the transmission bit rate in uplink is limited, not the full channel state information can be transmitted by each UE. Therefore different schemes for compression have been proposed and studied in previous contributions to 3GPP RAN1, e.g. in [1][2][4][5][7][8][9].

In this document several CQI reporting and compression schemes are discussed, including a DCT Partitioning approach. Sector throughput simulation results for various velocities and different uplink feedback data rates are evaluated and concluded with a proposal for DCT Partitioning. 
2 Error sources for inaccurate CQI at eNodeB

In general, we can classify the error sources for inaccurate channel state information as available at the eNodeB into the following categories:

i) Reduction of CQI Feedback Bit Rate at UE prior to transmission

ii) Feedback and processing delay

iii) Erroneous channel state measurement in the UE (e.g. DL noise / interference)

iv) Quantisation errors of CQI values due to fixed point representation

v) Erroneous reception of reported CQI values (e.g. UL noise / interference)

Detailed considerations on i) and ii) have been included in [5]. A study on the effects of iii) is given in [7].

3 Frequency Domain Compression

In order to keep the required CQI signalling overhead in the uplink low, the amount of information bits available for a CQI report should be limited. This may be achieved by compression in time domain, frequency domain, or spatial domain. Such compression usually results in loss of accuracy in one or more of the respective domains. 

A certain amount of channel quality information may be discarded at the UE by compressing the full channel frequency information. This will result in a reduced quality of the channel state reconstruction capability at the eNodeB, therefore incurring errors. These errors differ depending on the employed compression scheme. Most discussed schemes have been outlined in [5], comparing their performance on system level in [3] for two UE velocities. Another scheme reporting subblocks that lie within a threshold of the strongest subblock has been presented in [7].

Also in [5], we presented a more unified approach to encompass several frequency domain compression schemes under one umbrella. This approach is subsequently presented in more detail.

3.1 Frequency DCT Partitioning

The partitioning into two exclusive partitions with subsequent compression may be summarised in the following steps:

· The transmission band is divided into two partitions

· Partition 1 consists of the strongest N1 subblocks

· Partition 2 consists of the N2 subblocks that are not contained in Partition 1

· Frequency domain compression is performed in two partitions individually

· First partition uses DCT Greatest M1
· Second partition uses DCT Greatest M2
· Time domain compression by means of CQI feedback intervals >1 and/or differential transmission

· Spatial domain compression is FFS, depending on the outcome of MIMO discussion

By designing partition 1 to contain the strongest subblocks, the UE can inform the eNodeB where the best resource blocks are located in the spectrum. As has been identified, such knowledge is particularly advantageous for very slowly moving UEs around 3 km/h. Therefore the CQI information for partition 1 should contain a large number of blocks with high SINRs with a high amount of accuracy. On the other hand the SINRs for the subblocks in partition 2 are not as important for the eNodeB, so that a far lower level of accuracy should be acceptable.

Figure 1 shows how the partitioning and subsequent compression using DCT-Greatest-M may work. First, we assume that the SINR are available per subblock, e.g. 25 SINR values, arranged in an array-like structure. From these 25 values, the strongest 4 are grouped together to form partition 1 (top), while the remaining 21 values are grouped together to form partition 2 (bottom). Subsequently, a DCT-Greatest-M compression is done, using M1=3 coefficients for partition 1 and M2=2 coefficients for partition 2.


[image: image1.wmf]Partitioning

Compression

DCT Greatest 

3

Compression

DCT Greatest 

2


Figure 1. Explanation of DCT Partition

With the parameterised DCT Partition approach, several frequency domain compression schemes can be constructed by setting the respective parameters as in Table 1, outlined for a total number of Nsb=25 subblocks for a 10 MHz bandwidth.

Table 1. DCT Partition and coefficient parameters

	CQI Transmission Scheme
	Number of elements in Partition 1
	Number of DCT coefficients for Partition 1
	Number of elements in Partition 2
	Number of DCT coefficients for Partition 2

	General
	N1
( 0 <= N1 <= Nsb )
( N1 + N2 = Nsb )
	M1
( 0 <= M1 <= N1 )
	N2
( 0 <= N2 <= Nsb )
( N1 + N2 = Nsb )
	M2
( 0 <= M2 <= N2 )

	Full Feedback
	Nsb=25
	Nsb=25
	0
	0

	DCT Greatest M
	Nsb=25
	M
	0
	0

	Best M Average
	M
	1
	Nsb-M = 25-M
	1

	Best M Individual
	M
	M
	Nsb-M = 25-M
	1

	Best-M-Only Average
	M
	1
	Nsb-M = 25-M
	0

	Best-M-Only Individual
	M
	M
	Nsb-M = 25-M
	0

	“DCT Greatest M with band cyclic”
	ceil(Nsb/2)
	M
	floor(Nsb/2)
	M

	DCT Partition 7-5-1
	7
	5
	Nsb-7
	1

	DCT Partition 8-6-1
	8
	6
	Nsb-8
	1


Assuming that the DC component is always transmitted, the number of bits required for the DCT Partitioning scheme with D as the number of bits per DCT coefficient can be calculated as:
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Since in subsequent sections we will look only at cases where N2=Nsb-N1, we shortly write “DCT Partition N1-M1-M2”. The overhead for four different DCT Partitioning schemes is given in Table 2, assuming that Nsb = 25 and D = 5.

Table 2. Uplink Overhead
	DCT Partition Scheme
N1-M1-M2 (Nsb = 25)
	CQI Feedback Overhead [information bits]

	7-5-1
	53

	7-6-1
	57

	8-5-1
	56

	8-6-1
	60


3.2 MIMO Aspects of DCT Partitioning

The DCT Partitioning approach may be extended in various ways for a multi-antenna or multi-stream feedback scenario. Even though the discussion of MIMO itself has not been completed yet, several approaches to reduce the signalling overhead are already discussed. Below we exemplarily show two simple ways how signalling reduction for MIMO can be used in conjunction with the DCT Partition scheme.

In a very simple fashion, the CQI information of the different virtual antennas may be concatenated so as to obtain a single CQI vector. Then the DCT Partitioning as outlined above is applied to that single CQI vector. This procedure is depicted in Figure 2.
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Figure 2. DCT Partitioning for MIMO by concatenation

As an alternative, the CQI vectors of the different virtual antennas constitute the partitions. For example the CQI values of virtual antenna 1 are considered as partition 1, while the CQI values of virtual antenna 2 are considered as partition 2, thus rendering N1=N2=Nsb, assuming that Nsb is the number of subblocks per virtual antenna. This is visualised in Figure 3. DCT compression is performed partition-wise with independent parameters M1 and M2 according to the outlined procedure to obtain compression in frequency and spatial domain.
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Figure 3. MIMO Streams as partitions

4 Simulation Assumptions

Simulation parameters are provided in Table 3 and Table 4.

Table 3. Simulation Parameters
	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 7cell sites, 3 sectors per site, wrapped‑around

	Inter-site distance (ISD)
	500 m

	Distance-dependent path loss
	L = 128.1 + 37.6log10(R), R in kilometres

	Lognormal Shadowing 
	As modelled in UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration loss
	20 dB

	Carrier frequency
	2 GHz

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Cyclic Prefix overhead
	7.1 % (short CP)

	Sub-frame / TTI duration
	0.5 ms / 1.0 ms

	Number of OFDM symbols per TTI
	14 (12 for data, 2 for pilots and control)

	Channel model
	Typical Urban (TU)

	UE deployment
	10 UEs per sector (uniform random spatial distribution over cells)

	Minimum distance between UE and BS
	35 m

	Frequency reuse factor
	1

	Hybrid ARQ scheme
	Chase combining

	Hybrid ARQ round trip delay
	6 TTIs (6 ms)

	Max number of hybrid ARQ retransmissions
	8

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern (horizontal)
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	Total BS TX power
	46 dBm 

	BS antenna gain (incl. cable loss)
	14 dBi

	BS transmitter
	1 antenna

	UE speed 
	3, 15 km/h

	UE receiver
	2 antennas

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB

	Channel estimation
	Ideal

	CQI feedback delay
	2 TTIs

	CQI subband size
	360 kHz (24 subcarriers)

	Link to system level interface
	EESM

	Traffic type
	Full buffer

	Scheduler
	Time and frequency selective Proportional Fair scheduler


Table 4. MCS Table
	MCS Number
	Modulation Scheme
	Code Rate

	1
	QPSK
	1/16

	2
	QPSK
	1/8

	3
	QPSK
	1/4

	4
	QPSK
	1/3

	5
	QPSK
	1/2

	6
	QPSK
	2/3

	7
	QPSK
	3/4

	8
	16-QAM
	1/2

	9
	16-QAM
	2/3

	10
	16-QAM
	4/5

	11
	64-QAM
	2/3

	12
	64-QAM
	3/4

	13
	64-QAM
	5/6


5 Simulation Results

Figure 4 shows the sector throughput performance over the uplink overhead for the simulated schemes for a UE speed of 3 km/h and feedback intervals (FI) of 1 ms, 2 ms, 4 ms, and 8 ms (additionally 16 ms for full feedback). For the compression schemes, the DCT Partitioning schemes show the best performance. Additionally it is able to show a higher sector throughput than Best-M Individual or DCT Greatest-M schemes at a smaller or similar uplink overhead cost. For most compression schemes an increase of the feedback interval up to four TTIs (4 ms) does not penalize the performance considerably. 

The result shows that in small to medium CQI overhead regions a compression of the CQI feedback is more efficient than providing full CQI feedback with an increased feedback cycle.

It should further be noted, that M = 5 is the optimum choice for the Best‑M Average scheme, i.e. a further increase of M for this scheme does not improve, but worsens the throughput performance due to decreasing CQI accuracy by averaging of the best M subblocks.
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Figure 4. Sector Throughput over CQI Overhead – 10 UEs / Sector, 3 km/h
Obviously, the feedback interval affects the required uplink feedback data rate. Depending on the cell load and possibly other scenario parameters, the available uplink feedback data rate in a given cell has to be distributed among the active users in the cell. Therefore it appears worthwhile to evaluate the CQI compression schemes for different uplink feedback data rates per user.

In order to check which compression scheme is the most suitable candidate, Figure 5 and Figure 6 show a comparison of the achieved sector throughput for velocities of 3, 7, 11, and 15 km/h for different CQI compression schemes. Due to the nature of the compression schemes evaluated, the required uplink bit rate cannot be matched exactly. In order to make a fair comparison, we assume an uplink overhead cost for CQI signalling between 26 kbps and 30 kbps in Figure 5 and between 13 kbps and 15 kbps in Figure 6.

Looking at the range of 26-30 kbps, we observe that for the very low velocities, the DCT Partition 8-6-1 achieves the maximum sector throughput. For 11 km/h and 15 km/h, we generally note that the sector throughput drops for all studied schemes. Even though the DCT Greatest-8 scheme achieves a higher throughput than other schemes, the advantage is not as substantial as the disadvantage incurred for very low velocities.

For the 13-15 kbps feedback range, we observe that for the very low velocities, again the DCT Partition 8-6-1 achieves the maximum sector throughput. Likewise for 11 km/h and 15 km/h we again note that the sector throughput drops for all studied schemes. With increasing velocity, in this case the Best-5-Average scheme becomes more and more attractive.

The previous simulation result suggests that there is not a single CQI compression scheme in the frequency domain that shows superior sector throughput throughout the range of 3 km/h to 15 km/h for both feedback rate ranges. It is rather advisable to be able to switch between at least two compression schemes, i.e. DCT Partitioning and DCT Greatest-M or DCT Partitioning and Best-5-Average, in order to obtain a high efficiency. As outlined in Table 1, the Best-5-Average may be seen as a special DCT Partitioning parameter setting scheme, which may be labelled as “DCT Partition 5-1-1”. Likewise, the DCT Greatest 8 may be labelled as “DCT Partition 25-8-0”. Therefore, in order to exploit the channel capacity as much as possible, a DCT Partitioning scheme should be employed that may be configured in different ways.

However, from a system design point of view, it may be desirable to narrow down the compression to a single scheme that works for velocities 3-15 km/h rather well, as this would obviate extra control signalling about the compression scheme to be used. From Figure 4 and Figure 5 we conclude that overall the DCT-Partition 8-6-1 is more robust against UE velocity variation than DCT Greatest-8, at the same time providing the highest sector throughput for 3 km/h and 7 km/h. Furthermore, this scheme works very well in different available uplink feedback rate settings. Consequently if only one compression scheme is to be chosen, we propose to use the DCT-Partitioning.
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Figure 5. Sector Throughput over Velocity – 10 UEs / Sector, 26-30 kbps 

[image: image9.emf]Velocity Comparison 13-15 kbps

1,40

1,45

1,50

1,55

1,60

1,65

1,70

0 2 4 6 8 10 12 14 16

Velocity [km/h]

Sector Throughput [bits/s/Hz]

Best-M (5) Average

Best-M (7) Individual

DCT Greatest M (8)

DCT Partition (7-5-1)

DCT Partition (7-6-1)

DCT Partition (8-5-1)

DCT Partition (8-6-1)


Figure 6. Sector Throughput over Velocity – 10 UEs / Sector, 13-15 kbps

6 Conclusions and Proposal

We observe that for the very low velocities, the DCT Partition 8-6-1 achieves the maximum sector throughput. For 11 km/h and 15 km/h, we generally note that the sector throughput drops for all studied schemes. For higher velocities, a Best-5-Average or DCT Greatest 8 is becoming attractive. It is noted that these schemes may be regarded as a DCT Partitioning with certain parameter settings. We conclude that overall the DCT-Partitioning can provide a high degree of robustness against UE velocity variation and available uplink feedback data rate, further providing the highest sector throughput for 3 km/h and 7 km/h. Consequently we propose to use the DCT-Partitioning for CQI compression.
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