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1. Summary

In previous contributions [1, 2], we evaluated the link throughput performance of the multi-rank beamforming (MRBF) scheme for different scenarios using the SCM as well as the SCME channel models.  Based on simulation results, in [1,2] we suggested effective feedback loads and precoding codebook sizes for the 2x2 and 2x4 MIMO configurations. Moreover in [9] we investigated the throughput performance of the MRBF scheme in a multiple user scenario, where we examined four versions of the best-M feedback method [7] to achieve frequency selective scheduling gain with reduced feedback. 

Multi-rank beamforming primarily relies on controlling the transmission rank per coherent feedback and employs a precoding codebook having a nested structure which facilitates low-complexity precoder selection. Previous contributions have focused on the SVD based selection to pick the best precoder codeword from the codebook for the given channel state. Please refer to [1-4] for the detailed description of the MRBF scheme using the SVD based selection. Moreover, it has been shown earlier in [8] that the SVD can be implemented efficiently with small number of CORDIC operations and no matrix multiplications. 
In this contribution, we elaborate the nested codebook structure used in the MRBF scheme. It is shown that this nested structure in addition to allowing a low complexity SVD based precoder selection, also allows a low complexity CQI-metric based precoder selection. In [1-4] we demonstrated that the nested codebook structure imposed no performance penalty when compared to the optimal unstructured codebook which was derived using an appropriate distance measure defined on the Steifel manifold.   Here we compare our design against the Householder codebook from [10] and the rotated DFT codebook [11, 12].
2. Nested Codebook Structure

The codebook for an eNB with M antennas is defined by sets of vectors,
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, where 
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denotes the N-dimensional complex space and all the vectors have their first elements to be real-valued.  Matrix codewords are formed using these vectors along with the unitary Householder matrices of the form,
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. Then, for instance a rank 3 codeword can be constructed from three vectors 
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 An important aspect of the scheme is that only the set of vectors 
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 along with some complex scalars are stored at the UE which results in a considerably lower memory requirement compared to unstructured matrix codebooks. The eNB, where memory requirements are not as stringent, can store the matrix representation of the codebook. For a given channel realization, the UE does not have to construct the matrix codewords to determine the optimal precoder index and the corresponding MMSE filter. The latter fact will be illustrated using a particular example. 
The advantages of the Householder codebook with respect to complexity reduction in CQI-metric based precoder selection were demonstrated in [10]. In the following section we provide nested codebooks that result in further complexity reduction as well as better performance. 
3. Example: eNB with 4 Tx. Antennas

We first consider the case when 16 possibilities are allowed per-rank and suggest the following split: 
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. For convenience we only consider the case of a 2 antenna UE. The generalization to the 4 antenna case is straightforward. The 16 possibilities for rank 2 are obtained as 
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 and the 16 possibilities for rank 1 are obtained as the second columns of all possible 
[image: image10.wmf])}

,

(

{

2

1

j

i

v

v

A

, respectively. 
We address CQI-metric based precoder selection since efficient SVD based selection has already been covered previously in [1-4]. For simplicity we assume the LMMSE receiver and a flat fading model. In practice the following steps need to be performed over a parallel channel model where the number of channels is equal to the number of representative tones chosen from the cluster of tones which use the same precoder. 
For a channel estimate matrix 
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 of size 2x4, we determine all the matrices 
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where the complex scalars
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are channel independent factors that are pre-computed and stored and 
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. The optimal rank-1 codeword can be determined as
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Next, we compute the matrices 
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The optimal rank-2 codeword is determined as 
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. 
The rank selection rule then decides the optimal rank and the MMSE filters are only determined for the resulting optimal precoder. 

In the case 32 possibilities are allowed per-rank we suggest the following split 
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.
Note that due to the nested structure of the codebook significant complexity savings can be accrued by avoiding the redundant computations. One can determine the most efficient way by examining the equations (1) through (4) and the associated details are omitted for brevity. We however quantify the complexities savings (in terms of number of multiplications) achieved over the Householder codebook. 
In the case of 16 possibilities per-rank and rank 2 (rank 1) the exemplary MRBF codebook results in Lx128 (Lx72) fewer multiplications than the Householder codebook where L is the number of representative tones used for precoder selection, whereas in the case of 32 possibilities per-rank and rank 2 (rank 1), the MRBF codebook results in  Lx280 (Lx168) fewer multiplications than the Householder codebook. We remark that the latter codebook itself leads to significant savings over the unstructured codebook [10].
4. Simulation scenarios and channel models

We assume an eNB with 4 transmit antennas and a UE with 2 receive antennas. The constituent vector sets for the MRBF codebook were derived by optimizing the Chordal distance. The rank-1 and rank-2 codebooks were constructed as explained in Section 3. We assumed a separate rank bit and 4 or 5 bits for PMI representing 16 or 32 choices per rank. We compared the MRBF scheme with the following two candidate precoding schemes.

(1) Rotated DFT codebook: 


[image: image19.wmf] 

1

,

,

1

,

0

,

1

1

1

1

1

1

1

1

1

1

1

1

0

0

0

0

0

0

0

0

0

0

0

0

1

4

1

3

2

2

2

2

-

=

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

×

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

=

L

l

j

j

j

j

e

e

e

L

l

j

L

l

j

L

l

j

l

L

p

p

p

Θ


This codebook was employed in [11] and here we use L=15 (or 31).  The rank-1 codebook is formed by the first columns and the rank-2 codebook is formed by the first two columns of the generated matrices in order to construct 4-bit (or 5-bit) codebooks. This codebook was also employed in [12] but where the rank 1 codebook is formed by collecting all columns of all matrices and the rank 2 codebook is formed by considering all column subsets of size 2. 
(2) The Householder codebooks with 16 and 32 choices per rank [10].

Figure 1 presents link level performance comparison between the MRBF scheme, the Householder codebook based precoding scheme [10], denoted by “HH” in the legend, and the rotated DFT codebook based precoding scheme [11], denoted by “RDFT” in the legend. All schemes use a 5-bit codebook per-rank and employ CQI-metric based precoder selection.  To incorporate the effect of channel dependent scheduling, we plot the throughput of the top three chunks with each chunk comprising of 25 tones. For each scheme, we consider two scenarios: In the first one, indicated by “00” in the legend, one PMI and one rank bit are fed back for each of the best three chunks. In the second scenario, indicated by “11” in the legend, one common PMI and one common rank bit are fed back for the best three chunks. In either case, full CQI information per chunk is fed back. 
As seen from the figure, for all schemes precoding granularity below three chunks provides only marginal gain. The MRBF scheme yields performance advantage and a reduced complexity. Figure 2 presents similar comparison for a 4-bit codebook per-rank.

Figure 3 presents system level simulation results using the SCM channel model. Each UE feeds back rank, preferred matrix index (PMI), and two CQIs for each of the top M=3 chunks. The NodeB then uses the feedback information to schedule the UEs. For each scheduled UE, MIESM mapping [6] is used to decide the MCS for each of the (at most two) codeword(s). The MRBF and HH schemes yield almost identical performance and both are superior to the DFT based precoding schemes (SDFT indicates the DFT based precoding used in [12]). Nonetheless, the MRBF scheme scores over the HH scheme in terms of reduction in complexity. 
Conclusion

Based on the simulation results presented here as well as [1-4], we propose the MRBF scheme for DL E-UTRA MIMO codebook based precoding. We have shown that for both 4-bit and 5-bit codebook sizes, the MRBF outperforms other precoding schemes. Moreover, we have shown that the nested precoding codebook structure employed allows low complexity SVD based as well as low complexity CQI-metric based precoding matrix selection which makes the MRBF a particularly attractive precoding scheme. 
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Table 1 shows the channel model and assumptions used in the simulations presented in this document.

	Parameter
	Assumption

	Access
	OFDM

	RF carrier frequency
	2.0 GHz

	Bandwidth
	5.0 MHz

	Number of paths (Multi-path model)
	6

	Sub-carrier spacing
	15.0 kHz

	Sampling frequency
	7.68 MHz

	Number of occupied sub-carriers
	300

	Number of OFDM symbols per TTI
	12 (6 x 2)

	Number of data symbols per TTI
	3600 (1800 x 2)

	Symbol rate
	7.2 M/s

	CP length
	4.82 micro second

	FFT point
	512

	Number of antennas at BS
	4

	Number of antennas at MS
	2

	Codebook size (in bits) 
	4, 5 for 4x2 configuration

	Number of the primary chunks (M)
	3

	Channel model
	SCM-A and SCM: 3kmph

	Channel estimation
	Ideal channel estimation

	Scheduler
	Proportional fair

	Precoding block size
	One and three chunk(s) with 25 tones per chunk


Table 1. Parameters and channel model
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Figure 1: Link level performance using 5-bit codebooks.
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Figure 2: Link level performance using 4-bit codebooks
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Figure 3: System level performance using 4-bit codebooks
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