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1 Introduction

The uplink scheduling request procedure was discussed at RAN2#55. No conclusion was, however, reached regarding the choice of scheduling request mechanism. This contribution further examines the properties of two possible mechanisms to handle the scheduling requests:  a contention-based synchronized random access (RA) and a dedicated channel alternative.
The contribution is outlined as follows. Section ‎2 presents the characteristics of the two alternative methods. In Section ‎3 they are compared in terms of delay. Finally, conclusions are made regarding in what traffic scenarios the two alternative solutions are beneficial.

2 Scheduling request mechanisms

When a UE acquires UL synchronisation by means of a non-synchronised Random-Access procedure, it also acquires an initial UL scheduling grant. As long as a UE holds a valid UL scheduling grant, it can indicate need for further grants by means of in-band signalling. When a valid grant is no longer available, however, a scheduling request mechanism needs to be provided for the UE to request resources. Both contention-based (random access based) and conflict-free (on UE-dedicated resources) scheduling request (SR) mechanisms are possible. In general contention-based access is favourable when a large number of entities, each with a low access probability, need to access the system. Conflict-free schemes tend to be efficient when individual access probabilities are high. Hence which type of scheme that is most beneficial for E-UTRAN to a large extent depends on the characteristics of the traffic. In the following subsections we present two SR mechanisms for E-UTRAN; one contention-based shared channel (S-SR) and one dedicated (D-SR) scheme.
2.1 Contention based SR

A contention based SR could be seen as a synchronized Random Access (RA), and is performed by UEs that have time alignment. Users without time alignment are to use the non-synchronized Random Access (NSRA). The contention based SR channel is a shared resource where UEs contend to get access to a channel. In many aspects it follows the characteristics of a slotted ALOHA channel, i.e. the relative throughput is limited to e-1. 

A reasonable requirement for the SR message is that it uniquely identifies the UE that requests resources. This implies that the SR message should at least include the C-RNTI protected by a CRC, leading to a rough estimate of 16 (C-RNTI) + 8 (CRC) = 24 bits per SR message. The size of the message is an important design parameter since it directly influences the number of available codes or channels per TTI in the contention based alternative. Hadamard spreading codes are used to enable multiple orthogonal SR channels per TTI. A more detailed description of the resource allocation characteristics is provided in Appendix A.
It is further assumed that in case of collision, all of the involved UEs’ SR transmissions are lost, and a random binary exponential back-off scheme is used. A first collision or missed detection results in a back-off between one and four TTIs. The upper limit of the backoff time is then doubled for every consecutive failed transmission attempt. To avoid long or even infinite delays, the back-off time is upper bounded to 64 TTIs. Collision detection time, i.e. the round trip time, is assumed to be 4 ms.
A UE that generates a SR must wait to the next available TTI before it can transmit the first time, this implies an average delay of 0.5 ms. Thus, the total delay for a UE can be determined by adding 0.5 ms to the average waiting time the UE experiences due to collisions or misdetections.

2.2 Dedicated SR

Here the active UEs are assigned a dedicated channel. When the UE needs UL resource, it ”flags” the request on the dedicated channel. One benefit with this method is that no UE ID has to be sent explicitly, and thus the flag can be as small as 1 bit of information. The UE is identified by which ‘channel’ is used. Furthermore, no collisions will occur, a main advantage compared to the contention-based alternative.
The dedicated resource will for each UE be allocated more or less frequently. The time interval between two consecutive dedicated resources will be an important design parameter and determined with respect to the service requirements and available resources. There are many alternatives to allocate dedicated resources to the active users, and this is further discussed in Appendix ‎A.

Assuming that M dedicated channels can be supported every TTI, this implies from a delay perspective that if the number of UEs is less than M, all of them can have a dedicated channel every TTI, and a resulting average waiting time to the next channel of 0.5 ms (1 ms / 2 is the mean). If the number of UEs is between M and 2M, each UE can have a dedicated channel every second TTI, and a resulting average waiting time to the next channel of 1.0 ms. This reasoning can continue for any number of UEs and the delay will be a stepwise increasing function of the number of UEs, independent of their SR intensity. Further, the SR “flag” messages have a probability of missed detection which will result in additional delay since the UE then has to wait for the subsequent dedicated channel.

3 Performance evaluation, contention based vs. dedicated

This section provides a delay performance evaluation for the contention-based and dedicated SR schemes, respectively, described in the previous sections.

3.1 Methodology

The dedicated and contention-based SR mechanisms are evaluated by means of simulations. Delay versus traffic load results are generated through combining three types of simulations:

1. Physical layer simulations are used to generate error probabilities versus channel quality results. This is further described in Appendix ‎A.

2. Radio network (multi-cell) simulations are used to generate distributions of channel qualities for different inter-site distances and interference-levels. This is further described in Appendix ‎B.

3. Protocol simulations, in which error probabilities are based on the above physical-layer and radio network results, are used to generate delay versus traffic load results. 

In the protocol simulations, users generate scheduling requests according to certain traffic models, transmit them according to the studied protocol (dedicated or contention-based), and the time it takes until the requests are successfully received is measured. More specifically, a user is first randomly associated with an average radio link quality (assuming full system load). Instant radio link qualities are then generated by adding a random variation to the average value. The variation corresponds to the effects of fast fading on the effective SNR after antenna combination and frequency hopping. Both the distribution of the average values and the distribution of the variations are derived from the radio network simulations. The average link quality is constant for a user during an iteration of the protocol simulations, whereas the variation is regenerated every 10 ms. The instant radio link quality is used together with the physical layer results to generate error events. Since the effects of fast fading and antenna diversity are included in the instant radio link quality values, physical layer results for non-fading (AWGN) SISO channels are used.

3.2 Traffic and Resources
A difficulty when analyzing the two SR schemes is to model the SR intensity for a realistic traffic pattern. In the following performance study, the evaluations consider traffic with high SR intensity, potentially describing services as VoIP, gaming and TCP download, as well as traffic with lower SR intensity. The approach is to generate the SR inter-arrival times from an exponential distribution with mean λ.

The earlier described resource allocation for the contention based and dedicated SR channels is used in the following analysis. However, some additional comments on how the delay is determined are needed. 

The results below are for a resource allocation of four RBs per TTI. Assuming a 5 MHz bandwidth, this translates to 8 % overhead. Results for other magnitudes of resource overhead are not provided here, but an approximation is that doubling the overhead halves the delay or doubles the number of supported UEs, and vice versa for lower overheads. The RBs are situated at opposite ends of the spectrum. This implies that there are 8 available channels for the contention based scheme. It is assumed that the dedicated scheme below can support 28 SR channels every TTI, i.e. 14 users per RB, repeated over two RBs. More orthogonal channels are available to support more UEs as shown in Appendix A (maximum 72 orthogonal channels per TTI). Under typical conditions the channel utilisation will usually be well below 1, e.g. 0.5 in the most intense traffic model used here. Hence, statistical multiplexing will ensure that even though we assign twice the number of codes, i.e. support twice the number of UEs, the experienced interference would stay roughly the same as in the worst case scenario assumed and modelled here. For both schemes, the channel qualities are determined based on a fully loaded system and the inter-site distance is 500 m. A more detailed overview of the parameters is provided in Appendix ‎A and ‎B.

3.3 Delay results

In the delay analysis, it is the time between the instant a SR is triggered until a valid grant is received by the eNB that is evaluated. The time between transmitting a successful SR and the reception of a grant, is assumed to be 3 ms; i.e. minimum scheduling latency is assumed to be 3 ms.
For some services it is foreseen that each UE will generate SRs with a very high intensity. This study focuses on intensities ranging from a maximum intensity corresponding to a 20 ms mean inter arrival time, and then it is gradually lowered. 

Figure 1
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 shows how the average delay increases with increasing traffic load (number of users) for the different SR mechanisms and SR intensities per user. As expected, for D-SR, the delay grows linearly with the number of users, independent of the SR intensity per user. For S-SR the typical Aloha behavior is achieved, with low delays for low loads which then rapidly increase for higher loads when collisions begin to appear. An infinite delay is achieved at a channel utilization of 1/e. This results in that the highest SR intensity can only be handled with reasonable delay for a very small number of users.

Comparing the mechanisms, the dedicated SR alternative clearly appears more beneficial when UEs are relatively active, in the sense of generating SRs. For S-SR, the aggregate SR intensity is dimensioning. Hence, for low individual SR intensities, a S-SR solution is beneficial till the point where the aggregate relative SR intensity approaches 1/e. If the SR intensity per UE is only one SR every 200ms, S-SR yields lower latency if there are less than 500 UEs in the present example.
While one can think of several methods for moderating high SR intensity from traffic with regular packet inter-arrival times, the SR intensity is not easily controlled for traffic with irregular packet inter-arrival times and tight latency requirements such as for instance gaming. For efficient handling of such traffic support for D-SR would be desirable.

It should also be noted that the small D-SR signals appear to be more easily multiplexed with other UL control signals such as HARQ ACK/NACKs and/or CQI reports than the necessarily larger S-SR messages. This could enable resource sharing and, hence, provide a higher degree of flexibility and finer granularity in the allocation of resources for SR.
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Figure 1: Delay for high (one SR every 20 ms) SR intensity and for traffic with less SR intensity. Note that for high SR intensity, the contention based channel has extremely bad delay performance.

4 Summary

The analysis presented in this paper indicates that:

· The performance (delay vs traffic load) of the contention based alternative depends on the total scheduling request load, but is fairly insensitive to how this traffic load is created (the combination of the number of users and the scheduling request intensity per user).

· The performance of the dedicated alternative depends on the number of users, but is fairly insensitive to the scheduling request intensity per user.

In comparison this means that:

· For low total scheduling request intensities the contention-based alternative yields acceptable delay performance. 

· For higher scheduling request intensities per user in combination with many users (e.g 200 users with one request every 20ms), the contention based alternative yields unacceptable performance. In such cases the dedicated alternative is preferable.

Based on the results presented in this contribution, it appears attractive to provide a mechanism for dedicated SR in E-UTRAN. For scenarios with many UEs accessing the system with a very low intensity, some form of contention-based solution may however be beneficial.

5 Conclusion and Proposal 

We note that the non-synchronised RACH can always be used as a fallback solution for acquiring UL grants. To enable efficient handling of UEs with both high and low SR intensity it is proposed to 

· agree to provide a dedicated SR mechanism and

· discuss whether a shared SR channel (synchronized RA) needs to be provided to complement the non-synchronized RA channel.
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A. Physical Layer Evaluations
In this section, we describe the schemes used for performance comparison of dedicated SR (D-SR) and contention-based or shared SR (S-SR) schemes. For fair comparison, equal resources in time-frequency (TF) domain are allocated to both schemes. The original resources are two resource blocks (RBs) at both edges of the operational bandwidth within a TTI which are 0.5 ms apart in time. For performance improvement in terms of coverage or supporting more users, four RBs per TTI or (and) more TTIs can be used as shown in Figure 2. Note that in a 5 MHz operational bandwidth, 2 and 4 RBs per TTI corresponds to 4% and 8% overhead, respectively.


[image: image2]
Figure 2 Example of the allocated resources for SR.  RBs dashed horizontally or diagonally correspond to 4% overhead while usage of both of them correspond to 8% overhead.

 In the following, alternative schemes for D-SR and S-SR are presented with corresponding link-level performance evaluations.

A.1. Dedicated scheduling request (D-SR) scheme

Code division multiplexing (CDM) is used for D-SR approach due to its advantageous to frequency division multiplexing (FDM) approach ‎[1]. A base CAZAC sequence is utilized where different UEs are multiplexed by different cyclic shift of the base CAZAC sequence. More base CAZAC sequences can be used in each cell to increase the number of simultaneous UEs. The CAZAC sequence is further spread in frequency domain by Hadamard codes to improve coverage and if needed, number of supporting UEs. The scheme used here detects the SR in a non-coherent manner. As examined in [TI R1-063219] non-coherent detection provides additional robustness at high speed.

A base CAZAC sequence (cyclically shifted) of size 
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. This sequence is transmitted via a RB using SC-FDMA. 

An example is shown in Figure 3. A RB which spans over a region of 0.5 ms by 180 kHz in TF domain, contains 6 long blocks (LBs) and 2 short blocks (SBs) as illustrated in Figure 3. Here, only LBs are utilized. (Usage of SBs is optional). 12 sub-carriers per RB and 6 LBs per RB, results in 
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, i.e. base CAZAC sequences of size 18 and 4 Hadamard codes for spreading, each of size 4. Depending to the amount of cyclic shift (minimum shift being one sample), maximum 72 UEs can be supported. However, some of these orthogonal channels can be reserved for ACK/NAK signaling and CQI reporting. This remain for FFS of designing the UL control signaling (As mentioned before, number of orthogonal channels can be increased by using more base CAZAC sequences).  This RB is repeated in other edge of the frequency band as shown in Figure 2.
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Figure 3 Illustration of mapping the spread CAZAC sequence for SR on TF region of one RB. The same sequence in the same fashion is mapped on the second RB placed on the other edge of the operational bandwidth.
At eNodeB, de-spreading followed by correlation with the based CAZAC sequence is performed on the received RB at each antenna. The square absolute values of the cross-correlation outputs (weighted by the inverse of the estimated thermal noise variance) are summed over utilized RBs and antenna which are used as decision variables. The decision variables are compared with a threshold, specified by the false alarm requirement. A SR is detected if at least a sample in the decision variables exceeds the threshold. The indices of these samples determine the amount of cyclic shift which consequently determines the UE ID(s).

For performance evaluations, two events are considered referred to as false alarm and miss detection. False alarm is defined as the event of detecting a SR when no SR is transmitted (only thermal noise is present). Miss detection is the event of failing to detect a SR at Node B when it is actually transmitted by a UE. Figure 4 shows the false alarm rate of the D-SR for SISO and 1x2 SIMO antenna configurations, together with different amount of cyclic shifts. 

Figure 5 illustrates the miss detection rate when a threshold corresponding to a false alarm rate of 0.1% is used at the detector in Node B. Orthogonal channels are provided by 1 cyclic shift of the base CAZAC sequence. As shown, the orthogonality remains fairly well when multiple UEs simultaneously transmit SR. However, performance loss is observed due to fading which is more severe for low speed UEs.
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Figure 4 False alarm rate for D-SR scheme for different antenna configurations and different amount of cyclic shifts of the base CAZAC sequence.
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Figure 5 Miss detection rate versus SNR in dB per atom for AWGN channel and Pedestrian A channel model. The results are given for different UE speeds and number of UEs. The base CAZAC sequence is shifted 1 sample cyclically.
A.2. Shared-scheduling request (S-SR) scheme

Let us assume that two RBs per TTI is allocated for SR as depicted in Figure 2. The CRC encoded message block which contains at least UE ID is convolutionally encoded, modulated and spread and transmitted via two RBs using SC-FDMA. Reserving the SBs for Reference Symbols (RS) for the purpose of channel estimation for coherent demodulation, 12 LBs (6 in each RB) are used for transmitting SR. If we assume 8 bits for CRC encoding, rate ½ convolutional encoder with 6 memory elements, QPSK modulation and 4 Hadamard codes for spreading, we are able to transmit a message block of maximum 22 bits which 16 of them can be used for UE ID.  Allowing four Hadamard spreading codes, means that maximum four simultaneous UEs can send SR without causing intra-cell collisions if they choose different spreading codes. At Node B, maximum ratio combining followed by soft decoding is applied. At this stage perfect channel estimation is assumed at Node B. The design of uplink reference symbols and corresponding channel estimation algorithms are remained for FFS. Figure 6 illustrates the BLER as a function of SNR per atom when 1×2 SIMO antenna configuration is considered for AWGN, Pedestrian A and Typical Urban channel models at different speeds. The simulations are performed for conflict-free case by limiting the UEs to select different spreading codes. Impact of collision is further investigated in protocol evaluations, presented in Section ‎3. As shown here, considerable performance loss due to fading is observed. This impact can be improved by using more RBs instead (for example 4) to gain diversity. A slight improvement can be also achieved by using shorted message blocks (only 16 bits). 
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Figure 6 BLER in terms of SNR in dB per atom for contention based or shared SR. 
B. Radio Network Evaluations

A summary of models and assumptions is provided in Table 1. The models are aligned with the assumptions in TR25.814 cases 1 and 3. A simple static simulation-based evaluation methodology is used. In each iteration of the simulation, terminals are randomly positioned in the system area, and the radio channel between each base station and terminal antenna pair is calculated according to the propagation and fading models. To study different system load levels, terminals are randomly selected to be transmitting with an activity factor f ranging from 20 to 100% (see Table 1). Based on the transmit power (open-loop power control is used), the channel realizations, and the active interferers, a signal-to-interference and noise ratio (SINR) is calculated for each link and receive antenna. These are then combined (MMSE), and an effective SNR across the used subcarriers and symbols is calculated using a mutual information model. For each drop of users, the fast fading is regenerated 10 times, and both the instantaneous effective SNRs and the mean over the 10 realizations are logged. 

Mean and instantaneous effective SNR distributions for the dedicated and contention-based SRs mechanisms are shown in Figure 7 and Figure 8 respectively. Note that higher effective SNRs are achieved in the contention-based case because of the fewer interfering users. This is however compensated for by the larger processing gain of the dedicated scheduling request mechanism.

In all cases the variation of the instantaneous value of a UE around its mean is rather accurately approximated by a normal distribution with a standard deviation of 3dB. This is depicted in Figure 9.

Table 1. Models and Assumptions.

	Traffic Models

	User distribution
	Uniform

	Terminal speed
	0 km/h 

	Data generation
	On-off with activity factor 20, 50, 100%

	Active users per cell and TTI
	Dedicated SR: 28 x [20, 50, 100%] depending on system load

Shared SR: 4 x [20, 50, 100%] depending on system load

	Radio Network Models

	Distance attenuation
	L = 35.3+37.6*log(d), d = distance in meters

	Shadow fading
	Log-normal, 8dB standard deviation

	Multipath fading
	SCM, Suburban macro

	Cell layout
	Hexagonal grid, 3-sector sites, 21 sectors in total

	Inter-site distance 
	500 and 1732m

	System Models 

	Spectrum allocation
	5MHz 

	Max UE output power 
	250mW into antenna (no minimum power)

	Power control
	Open loop, full compensation, SNR targets:

Dedicated SR: 5dB at 500m ISD and 0dB at 1732m ISD

Contention-based SR: 5dB

	Receiver
	MMSE with 2-branch receive diversity, 
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Figure 7. Mean and instantaneous effective SNR for dedicated scheduling requests.
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Figure 8. Mean and instantaneous effective SNR for contention-based scheduling requests.
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Figure 9. Difference between mean and instantaneous effective SNR and its N(0,3) approximation.
Time





Freq





1 TTI = 1ms





180 kHz









1/11
2007-01-09

[image: image22.bmp][image: image23.bmp]_1229418808.unknown

_1229419375.unknown

_1229420232.unknown

_1229420266.unknown

_1229420285.unknown

_1229419600.unknown

_1229418985.unknown

_1229418696.unknown

_1229418780.unknown

_1229418506.unknown

