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1. Introduction

In this contribution, we investigate the throughput gain of the uplink shared data channel by using inter-cell transmission power control (TPC) based on a system level simulation, in order to clarify the necessity for inter-cell TPC based on an overload indicator. We evaluated several configurations of inter-cell TPC based on the overload indicator reported in [1].

2. User and Sector Throughput Evaluation using Inter-cell TPC
We evaluated user/sector throughput gain of the uplink shared data channel by using various inter-cell TPC schemes compared to the case with only intra-cell TPC based on a system level simulation.
2.1. Evaluated Uplink TPC Schemes
We evaluated the following TPC schemes that are briefly described in [1].

· Intra-cell TPC only

· Intra-cell TPC + inter-cell TPC

· Approach 1: Inter-cell TPC based on overload indicator common to all UEs without path loss difference-based weighting on the power offset value [2]
· Approach 2: Inter-cell TPC based on overload indicator common to all UEs with path loss difference-based weighting on the power offset value [3]

· Approach 3: Inter-cell TPC based on individual overload indicator for each UE [1]

(a) Intra-cell TPC configuration
Regardless of the use of inter-cell TPC, the closed-loop fractional TPC [4], [5] is applied as intra-cell TPC. The transmission power is controlled based on the average received SNR at the Node B. Thus, only distance-dependent path loss and shadowing variations are compensated. We decide the target received SNR of the fractional TPC as follows. The region containing the UE is divided into eight groups according to the path-loss distribution as shown in Fig. 1. Then, within the same range in the path-loss between a UE and the Node B, the same target received SNR is used, which is decided based on the path-loss of the group. The target received SNR of the n-th group, TSNRn, is decided based on the following equation.
TSNRn (dB) = TSNR0 (dB) – n x TSNR (dB),                                      (1)

where we employ TSNR0 = 20 dB and TSNR = 1 dB along with the number of groups of n = 0, 1, 2, …, 7 in the subsequent simulations. In the fractional TPC, we assume the ideal path-loss measurement, i.e., distance-dependent path-loss, penetration loss, and shadowing variation. The update interval of the UE transmission power is set to 50 msec. These parameters are selected so that the achievable sector throughput becomes the highest provided that the degradation in 5%-user throughput is within approximately 2% (Simulation parameters in Table 2 are assumed with the penetration loss of 20 dB and a full buffer traffic model).
  [image: image1.emf]Path loss

Distribution of path-loss between UE and target Node-B

0.5

1.0

0.25

T

SNR

1

T

SNR

2

T

SNR

3

T

SNR

4

T

SNR

5

T

SNR

6

T

SNR

7

T

SNR

0

0.75

0

Path loss

T

SNR

0

T

SNR

1

T

SNR

2

T

SNR

3

T

SNR

4

T

SNR

5

T

SNR

6

T

SNR

7

Target SNR

Target SNR according to path loss



T

SNR

CDF


Figure 1 – Operation of intra-cell fractional TPC method

(b) Inter-cell TPC configuration
Table 1 shows the simulation parameters related to the inter-cell TPC schemes. The parameters used are optimized so that the achievable sector throughput becomes the highest provided without degradation in 5%-user throughput against the case with intra-cell TPC only. We assumed that the transmission interval of the overload indicator is 1 ms for all approaches. In Approaches 1 and 2, the threshold of the interference-over-thermal (IoT) is set to 12 - 15 dB. If the IoT exceeds the threshold, the overload indicator requests the UEs to decrease the transmission power by 1 dB in Approach 1. Otherwise, the transmission power is increased by 1 dB. In Approach 2, according to the algorithm described in [3], the step size of the transmission power offset is weighted by the path loss difference between the serving cell and non-serving cell. Furthermore, assuming that the control delay in transmission of the overload indicator is 4 ms, the UE only follows the overload indicator, which corresponds to the previous transmission of that UE. In order to avoid excessive power reduction by the overload indicator for the UE near the cell edge, it was assumed that the UE would not lower the transmission power by more than -10 dB of that determined by the intra-cell TPC. All UEs monitor only a single overload indicator from the neighbouring cells, which have the smallest path loss. However, if the smallest path loss value exceeds the path loss value of the serving cell by more than 6 dB, no single neighbouring cell is monitored and the transmission power is determined by intra-cell TPC.

Aiming at showing the maximum performance gain by using inter-cell TPC, we assumed more ideal assumptions for Approach 3 compared to Approaches 1 and 2. In Approach 3, the IoT for each CAZAC sequence for the uplink reference signal is measured at the Node B and the IoT threshold is set to 6 dB. We assumed that if the IoT for a CAZAC sequence exceeds the threshold, the overload indicator requests the UE using that CAZAC sequence to lower the transmission power so that the IoT drops to the threshold value (thus ideal multi-level signalling). Otherwise, the transmission power is increased so that the IoT can assume the threshold value. All UEs are assumed to monitor all neighbouring cells.
Table 1 – Simulation parameters related to inter-cell TPC schemes
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2.2. System-level Simulation Parameters
Table 1 lists the major parameters in the system-level simulation, which basically follow the agreed parameters in [6]. In the system-level simulation, we employ a three-sectored nineteen-hexagonal cell layout model with a sector antenna beam pattern with a 70-degree beam width. We set the inter-site distance (ISD) to 500 m, and the corresponding cell radius is 289 m. The locations of the UEs are randomly assigned with a uniform distribution within each sector. However, we set the minimum distance between a Node B and a UE to 35 meters. The measurement bandwidth is set to 1.08 MHz, which corresponds to 6 RBs. The propagation model follows a distance-dependent path loss with the decay factor of 3.76, lognormal shadowing with a standard deviation of 8 dB, and instantaneous multipath fading. It is assumed that the distance-dependent path loss is constant during the throughput measurement period, while the shadowing and instantaneous fading variations are added. The correlation values between the cell sites and that between sectors are 0.5 and 1.0, respectively. However, it is expected especially in urban areas, that the short-term channel gain (which is caused by the variation of shadowing and penetration loss) would be changed dynamically in a certain channel (also known as urban canyons). Therefore, we simulated both the case with the constant penetration loss of 20 dB and a time-varying penetration loss model as shown in Fig. 2. As for the instantaneous fading, the six-ray Typical Urban (TU) model was assumed for the multipath delay profile with the root mean square (r.m.s.) delay spread of 1.06 sec and the maximum Doppler frequency of fD = 5.55 Hz (corresponding speed of 3 km/h at 2-GHz carrier frequency). The maximum transmission power of a UE is 24 dBm with the antenna gain of 0 dBi. The antenna gain at a Node B is 14 dBi. 

We assume 8 UEs per sector with the full queue buffer or ON/OFF traffic model with the parameterized activity factor. As link adaptation of the uplink data channel, adaptive modulation and channel coding scheme (AMC) with 16 modulation and coding schemes (MCSs) is applied. The control delay of the MCS selection is set to 4 msec. Round robin (RR) or proportional fairness (PF)-based time domain channel-dependent scheduling is used. We apply Chase combining as hybrid ARQ with packet combining (round trip delay is 4 msec). 

Table 2 – Simulation parameters
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Figure 2 – Time-varying penetration loss model
3. Simulation Results
3.1. Fixed 20-dB Penetration Loss Model
First, we evaluate the throughput performance with various TPC methods assuming the fixed penetration loss of 20 dB.

Figure 3 shows the cumulative distribution function (CDF) of user throughput with various TPC methods assuming RR scheduling. Full queue traffic, i.e., ON/OFF traffic with activity factor of 1.0, is assumed.　Figure 3 shows that Approaches 1 and 2 can increase the average user throughput by approximately 15% compared to the case with intra-cell TPC only, which achieves almost the same 5%-cell edge user throughput. If we need to increase the average user throughput in the case with intra-cell TPC only, we need to increase the TSNR from 1 dB. However, as shown in Fig. 3 as a reference, if TSNR is increased to 1.5 dB, the user throughput of the cell edge UE is severely degraded. Furthermore, Approach 3, which achieves the optimum performance gain in inter-cell TPC, increases the average user throughput further to 25% compared to the case with intra-cell TPC only. Therefore, we can say that inter-cell TPC can reduce the transmission power margin for respective UEs considering the impact of other cell interference, which results in improved user throughput for all UEs.
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Figure 3 – CDF of user throughput (RR scheduling)
Figures 4(a) and 4(b) show the CDF of the user throughput with various TPC methods assuming PF scheduling. Figures 4(a) assumes full queue traffic (activity factor of 1.0), while Fig 4(b) assumes the activity factor of 0.5. Comparing Fig. 4 to Fig. 3, we see that the throughput gain by using inter-cell TPC is decreased when PF scheduling is used especially with full queue traffic. This is because that PF scheduler tends to select the same UE for successive TTIs since good channel conditions continue for multiple TTIs depending on the mobility of that UE. Therefore, due to the decreased probability of change in the location of the scheduled UE, the fluctuation of the inter-cell is decreased. However, when we assume the case with the activity factor of 0.5, which represents a more realistic traffic condition than full queue traffic, the effect of inter-cell TPC is clear. There is a 9% gain with Approach 1 or 2, and a 17% gain with Approach 3.
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(a) Activity factor = 1.0
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(b) Activity factor = 0.5
Figure 4 – CDF of user throughput (PF scheduling)
Figure 5 shows the user throughput (averaged and 5% value) as a function of sector throughput (served traffic). Different sector throughput is obtained by changing the activity factor of the ON/OFF traffic mode. We assumed PF scheduling. The figure shows that  the inter-cell TPC can improve both the average and 5% user throughputs assuming the same sector throughput. For instance, when the sector throughput is 600 kbps (per 1.08 MHz), both Approaches 1 and 2 can increase the average user throughput and the 5%-cell edge user throughput by approximately 29% and 19%, respectively, compared to the case without inter-cell TPC. If Approach 3 is employed the performance gain is even higher.
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Figure 5 – Relationship between user throughput and sector throughput (PF scheduling)
3.2. Time-Varying Penetration Loss Model
Next, in this section, we assume the time-varying penetration loss model shown in Fig. 2 in order to demonstrate the performance gain of inter-cell TPC in an urban canyon-like channel model. 

Figure 6 shows the cumulative distribution function (CDF) of the user throughput with various TPC methods assuming RR scheduling in a time-varying penetration loss model. Full queue traffic is assumed. Comparing Fig. 6 to Fig. 3, we see that the user throughput distribution without inter-cell TPC is severely degraded. This is because in this case the fractional TPC does not work well due to large variation in the path loss between different cells. As shown in Fig. 6, by employing inter-cell TPC in addition to intra-cell TPC, the throughput degradation due to larger fluctuation in path loss is decreased, thanks to the determination of the transmission power of the respective UE considering the inter-cell interference level. Even with simple Approaches 1 and 2, both the average and 5% value of the user throughput are increased by approximately 25% compared to that without inter-cell TPC. Approach 3 can increase the average user throughput by approximately 59% while the user throughput at the 5% CDF point is increased by approximately 42% at the same time.
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Figure 6 – CDF of user throughput in variable penetration loss model (RR scheduling)
Figures 7(a) and 7(b) show the CDF of the user throughput with various TPC methods assuming PF scheduling in a time-varying penetration loss model for the activity factor of 1.0 and 0.5, respectively. Even with PF scheduling, the throughput gain with inter-cell TPC is significant in the time-varying penetration loss model. The gain in the average user throughput is approximately 20, 20, and 39% for Approaches 1, 2, and 3, respectively. 
[image: image10.emf]0

0.2

0.4

0.6

0.8

1

0 0.05 0.1 0.15 0.2 0.25 0.3

CDF

User throughput (Mbps)

PF scheduling

Activity factor = 1.0

Average user 

throughput (kbps)

Intra-cell only (101.1)

Approach 1 (110.4)

Approach 2 (111.3)

Approach 3 (117.3)

Variable 

penetration loss


(a) Activity factor = 1.0
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Figure 7 – CDF of user throughput in variable penetration loss model (PF scheduling)
Finally, Fig. 8 shows the user throughput (averaged and 5% value) as a function of the sector throughput assuming PF scheduling in a time-varying penetration loss model. Similar to the constant penetration loss model, the use of inter-cell TPC is very beneficial to improving both the average and 5% user throughput values assuming the same sector throughput. When the sector throughput is 600 kbps (per 1.08 MHz), both Approaches 1 and 2 increase the average user throughput and the 5%-cell edge user throughput by approximately 75% and 73%, respectively, compared to the case without inter-cell TPC in the time-varying penetration loss model. If Approach 3 is employed the performance gain is even higher.
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Figure 8 – Relationship between user throughput and sector throughput in variable penetration loss model (PF scheduling)
4. Conclusion
In this contribution, we presented our initial simulation results on the effect of inter-cell TPC. The simulation results showed that the use of inter-cell TPC in addition to the intra-cell TPC can improve both the average user throughput and cell edge user throughput assuming the same sector throughput by reducing the “margin” of the uplink transmission power resources. Based on the simple time-varying penetration loss model, we also clarified that inter-cell TPC will be further essential to minimize the throughput degradation in an urban canyon-live channel model. From the operator viewpoint, it is highly desirable that the E-UTRA can achieve high user/sector throughput for various channel conditions. Therefore, we recommend adopting the concept of inter-cell TPC based on the overload indicator and continue the discussion on more detailed apparatus to achieve the concept.
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