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1. Introduction
Section 2 of this document provides new material on the memory inefficiency of a parallelized turbo decoder using the Rel‑6 interleaver. A typical scenario analyzed showed that a parallelized Rel‑6 decoder would require 165 kgates more for extrinsic memory than a parallelized decoder using a contention‑free interleaver. Section 3 of this document summarizes many of the issues regarding the turbo code interleaver that have been raised on the LTE email reflector.
2. Parallelized Rel-6 Memory Inefficiency

It is well known that vectorizing the turbo decoder for all block sizes 40 ≤ K ≤ 5114 with the Rel‑6 interleaver can require up to 20 physically separate memories for storing extrinsic data.  The memories would be 256 locations deep, and each memory location would store a single datum.  On the other hand, vectorizing the turbo decoder with a contention‑free (CF) interleaver conceptually allows a single memory to be used, with each memory location storing a vector of values.

Based on recent ASIC implementations using a typical CMOS library, we have found that the relationship between gates, G (in kgates), and memory storage, B (in kbits), can be approximated by the following equation
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In addition, ASIC memories are typically limited to data widths of 64 bits or less.

To contrast extrinsic memory efficiencies of the Rel‑6 and CF approaches, consider the following vectorized turbo decoder scenario:

· 5114‑bit maximum block size,

· 8‑bit extrinsics, and

· 16 parallel processors.

The Rel‑6 approach would require 20 256×8‑bit memories, with a resulting gate count of
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Due to the 64‑bit limitation of the ASIC libraries, with the CF approach a memory location could hold up to 8 extrinsics, or enough for 8 windows.  Thus, 2 physically separate memories of dimension 320(64 would be needed to support 16 windows, with a resulting gate count of
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The gate count difference between the Rel‑6 and CF approaches is GRel‑6GCF = 165 kgates.  To put this in perspective, 165 kgates would be the equivalent gate count of several log‑MAP processors.  Furthermore, considering that broadband wireless modems can be expected to occupy on the order of 1‑2 Mgates, the gate count difference between the Rel‑6 and CF approaches could account for 5‑10% of the entire LTE modem.

3. Summary of Turbo Interleaver Issues
3.1. Rel-6 Turbo Interleaver is NOT Contention-Free
A true CF interleaver follows the definition widely accepted by turbo code researchers and hardware engineers [1]

 REF _Ref154336024 \r \h 
[2]

 REF _Ref154336025 \r \h 
[3]. A true CF interleaver 
· Vectorizes the decoding process. The decoder processes W length‑M vectors, where W is the window size and M is the number of parallel processors.
· Permits parallel decoding with a single extrinsic memory [7]. 
For example, ARP, QPP, IBP, QC, and LRI are CF interleavers. The widely accepted definition of CF was also the basis for Tallinn decision, where CF interleavers such as ARP were considered. 
The Rel-6 turbo interleaver is not a CF interleaver. Rather another contention-resolving method for Rel-6 turbo interleaver was recently proposed [12].  The method allows parallel decoding of Rel-6 by 
i). assigning staggered starting points within the block for each processor,
ii). using unequal window sizes for the processors, and
iii). storing extrinsics for the block over a 20 memories.
These requirements make the turbo decoder inefficient. Such methods of resolving contentions (at cost of increased complexity) have been known and considered in Tallinn. In fact published methods such as [15] and [4] can provide a contention-resolution method for ANY interleaver. A “wide-sense CF criterion” as proposed in [12] cannot be a criterion for LTE interleaver selection as all interleavers satisfy the definition [5]. 
3.2. Issues with Reusing Rel-6 Turbo Interleaver
1) Rel-6 is not future-proof in terms of achievable data rate. The maximum achievable parallelism with proposed contention-resolution is only 20 [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154340719 \r \h 
[9]

 REF _Ref154340720 \r \h 
[10][12]. 
2) Rel-6 may not allow advanced receiver algorithms and still achieve the peak data rate (assuming Rel-6 parallelism is limited to 20). Techniques such as iterative channel estimation or successive interference cancellation require a turbo decoder that operates much higher than the peak data rate [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154340725 \r \h 
[11]. Need an interleaver that has more flexibility to make it forward compatible and future proof (e.g., 4x4 MIMO) [16]. 
3) Rel-6 has performance problems. The code minimum distance is low and the error floor is high for many block sizes. This especially limits the performance at higher code rates. [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154340725 \r \h 
[11]
4) Compared with Rel-6, a CF interleaver such as ARP/QPP is defined by a simple algebraic expression, [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154340719 \r \h 
[9] which leads to simpler implementation. The CF interleavers such as ARP/QPP are among the best solutions in literature, thoroughly analyzed, and found to be implementation-friendly. CF interleavers such as ARP and QPP give more implementation freedom [14].
5) The LTE specification should not force specific receiver implementations [8]. 
3.3. Rel-6 Implementation Inefficiency with Proposed Contention-Resolution Method [12]
1) Rel-6 needs to use a large number (i.e., Mb=20) of physical memory banks where each bank contains 256 locations for B-bit extrinsic information.  [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154336090 \r \h 
[7]
Contrast. CF interleavers require a single physical memory to provide M conceptual memory banks. One wide memory bank (W entries of M*B-bit vectors) is smaller (e.g., 1/2 the area) and consumes less power than a large number of narrow memory banks. [5]

 REF _Ref154340711 \r \h 
[6]

 REF _Ref154336090 \r \h 
[7] CF interleaver fetch a vector of data from memory and permute the data between the processors. Only one inter-window and intra-window permutation circuitry is needed for all processors. These permutations can be computed independently and recursively with very low-complexity circuits. See Section 2 for more discussion of unified vs separate memory bank.
2) With Rel‑6 there is no flexibility available to match the number of memory banks Mb to the number of parallel processors M. As a result, each memory fetch produces a length‑Mb vector which must be reduced to a length‑M vector by means of a costly M-to-Mb routing network. [6] 
Contrast. CF interleavers have the flexibility of matching the number of memory banks to the number of processors, while allowing many choices for M. As a result, the M-to-Mb routing network is completely eliminated from the design.
3) Rel-6 introduces processor stalling. Using the Rel‑6 interleaver, after the M-to-Mb routing network the length‑M vector may contain invalid data corresponding to pruned addresses. The processor to which the invalid data is routed must be turned off, or stalled, for a cycle to prevent incorrect updating of the recursions. The stalling requires extra combinatorial feedback in the recursions. The recursions are the most timing sensitive aspects of the decoder. Any extra combinatorial logic will reduce the maximum achievable clock rate of the implementation.
Contrast. With a CF interleaver, all elements of each length‑M vector fetched from memory are valid. There is no need for processor stalling. This simplifies control logic and permits a higher maximum achievable clock rate than the Rel‑6 interleaver.
4) Rel-6 has a maximum number of parallelism = 20. [10]

 REF _Ref154341914 \r \h 
[12]
Contrast. Many preferred levels of parallelism of CF interleavers (e.g., any factors of size K for QPP, including > 20). If desired, other methods can be applied to achieve any parallelism (e.g., i.e., not a factor of K) and these still have less complexity than Rel-6. [6]
It is estimated that [7]:

· when comparing the two designs with equal numbers of MAP decoders (8 or 16) the Rel-6 design will be 154% the size of a design that uses CF interleaver. 

· Rel-6 is estimated to have ~2x power consumption (or higher) than a CF interleaver. 
Note that contention-resolution methods were considered in Tallinn (Aug 2006) and the decision was to use a CF interleaver (e.g., ARP). 
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