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1 Introduction

CRs for Rel-7 FDD MIMO were approved by RAN1 at RAN1#47. In [1], the details of the HS-DPCCH sig-
nalling are set out, including possible block codes for the PCI and CQI transmissions.

A [20, 10] block code is used for the case of Type A CQI reports (8 bits) together with PCI (2 bits), and a
[20, 7] code is used for Type B CQI reports (5 bits) together with PCI. The[20, 7] code is obtained by setting
three of the information bits to zero in the[20, 10] code. This may have some limited advantages in terms of
complexity, but is not necessarily optimal from a coding point of view.

In this document, we evaluate the performance of these codes, and consider whether worthwhile improvements
can be made by:

• increasing the minimum distance of the[20, 7] code;

• making use of unequal error protection (UEP) as was utilised for CQI coding in Rel-5.

As usual,[n, k] denotes a binary linear code of lengthn and dimensionk, i.e., withk information bits.[n, k, d]
denotes a[n, k] code with minimum Hamming distanced.

2 Suitable (20,7) codes for use with Type B CQI

It is well known that for any[20, 10, d] code, we have thatd ≤ 6, and that a[20, 10, 6] code exists; in fact, the
[20,10] code in [1] has minimum distance 6.

It is also well-known that for any[20, 7, d] code,d ≤ 8, and that a[20, 7, 8] code exits; in fact, a[19, 7, 8]
code exists. However, the minimum distance of the[20, 7] code in [1] is only 6.

We now describe a simple construction of a[20, 7, 8] codeC1 and a[20, 10, 6] codeC2 such thatC1 ⊂ C2. Let

G = (I | P )

generate a[22, 10, 8] codeD. Let G′ be the 10×20 matrix obtained by removing columns 9 and 10 fromG.

Any non-zero linear combination of rows fromG′ has weight at least six: the corresponding word of length 22
has weight at least eight, and two bits are removed from that word. Similarly, any non-zero linear combination
of the 8 top rows fromG has weight at least 8: the corresponding word of length 22 has weight at least 8, and
zeroes in both removed positions.
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We therefore conclude that it is possible to design a[20, 7] code with minimum distance increased from 6
to 8 for the Type B CQI reports, while retaining the property of being a subset of the[20, 10] code if that is
considered desirable.

3 Unequal Error Protection UEP

Unequal Error Protection (UEP) codes offer different levels of error protection to different information bits [2],
[3].

In [4] and [5], it is shown that UEP can improve performance of CQI reporting by protecting the most sig-
nificant bits of the CQI better than the least significant bits. The Euclidean distance between the transmitted
CQI and the decoded value at the receiver is a suitable evaluation criterion. We consider here whether a similar
technique can usefully be applied to the Type A CQI reports for dual-stream MIMO.

Definition Let G be ak × n generator matrix of a binary[n, k] code. For 1≤ i ≤ k, we define

si(G) = min{wt(mG) | m = (m1, . . . , mk) ∈ {0, 1}k,mi = 1},

where wt(x) denotes the Hamming weight of the vectorx.
The vectors(G) = (s1(G), . . . , sk(G)) is called theseparation vectorof G.

With si(G), a guaranteed error protection level for thei-th information bit can be given:
if G is used for encoding, then thei-th information bit can be recovered correctly if the number of errorst and
the number of erasurese satisfy the following inequality

2t + e ≤ si(G)− 1.

This inequality generalizes the well-known inequality stating that a code with minimum distanced can correct
any pattern oft errors ande erasures provided that2t + e ≤ d− 1.
In order to state results in a concise way, we use the following definition (see [3]).

Definition Let s1, s2, . . . , sk be positive integers. We definen(s1, . . . , sk) as the smallest length of ak-
dimensional code with a generator matrix with separation vector (coordinate-wise) at least equal to(s1, . . . , sk).
That is,

n(s1, . . . , sk) = min{n | there is ak × n matrixG such thats(G) ≥ (s1, . . . , sk)}.
Moreover, to improve readability, we write(an1

1 , an2
2 , . . . , anm

m ) for the vector consisting ofn1 a1’s, followed
by n2 a2’s, followed byn3 a3’s, etc. So(52, 34) denotes the vector(5, 5, 3, 3, 3, 3).

3.1 Search for suitable[20, 10] codes with UEP

It is known that a[20, 10, d] code hasd ≤ 6, and that a[20, 10, 6] code does exist. Therefore, in searching for
UEP codes, we are only interested in matrices for which the largest component of the separation vector is at
least 7. Note that for the case in hand, 3 integers are coded: a PCI value and two CQI values.

3.1.1 Construction for s=(72, 62, 44, 22)

Let G0 be a8 × 15 matrix such thats(G0) = (54, 43, 3) (see [3, p. 64]. By adding an overall-parity column,
we obtain a8× 16 matrixG1 with s(G1) = (64, 44), whereei is the vector with a one in positioni and zeroes
elsewhere. The matrix8 × 18 matrix (G1e1e2) has separation vector(72, 62, 44). With Construction J, we
obtain a8× 20 matrix with separation vector(72, 62, 44, 22).
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We therefore propose the following matrixG:

G =




00000011111000000110
00000001001111000101
00000000101100101100
00000001010010011100
00000110001100000000
00001001010001000000
00010000000000111000
00100000100010000100
01000000000000000001
10000000000000000001




.

4 Evaluation of the [20, 10] UEP code with s=(72, 62, 44, 22)

We evaluate the[20, 10] code from [1] and thes=(72, 62, 44, 22) code given above by comparing the normalised
RMS error in the decoded CQI values, for a range of raw BERs.

For the [20, 10] code from [1], we map the PCI bits to information bits 0 and 1, while the two 4-bit CQI
values are mapped to information bits{9,7,5,3} and{8,6,4,2} respectively. In practice, the exact bit mapping
makes little difference in this case, as the code has almost equal error protection.

For thes=(72, 62, 44, 22) UEP code, we map the PCI bits to information bits 2 and 3, while the two 4-bit
CQI values are mapped to information bits{1,5,7,9} and{2,6,8,10} respectively. In practice, any convenient
bit-ordering can be designed simply by permuting the columns of the basis matrix.

The results are shown in Figure 1:
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Figure 1: RMS error performance of block codes for CQI
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It can be seen from Figure 1 that the RMS error performance of one of the CQI values is significantly improved
by adopting the UEP code constructed above, while the performance of the other CQI value is almost identical
to the code in [1].

Further work on the exact code construction is needed in order to determine whether it is possible to con-
struct a suitable code which gives the benefits of UEP to both CQI values.

5 Conclusions UEP

From the analysis and evaluation above, we can conclude that:

• A [20, 7] code can be constructed with minimum distance 8 instead of the currently-proposed minimum
distance of 6, while remaining a subset of a[20, 10] code;

• Unequal Error Protection can improve the performance of the[20, 10] code;

• Further work is required to finalise the exact construction of the[20, 7] and[20, 10] code.
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