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1 Introduction

For the E-UTRA uplink SU-MIMO is being considered to increase system throughput and UE data rate [1], [2], [3]. In [1] we summarized our proposed method for single-user uplink MIMO for E-UTRA, including architecture, precoding, feedback and PAPR mitigation. We also discussed UE RF complexity associated with the addition of a second transmitter. Additionally, selected link-level simulation results were provided which showed that SU-MIMO can almost double (186 %) the uplink data rate compared with SIMO.

In this contribution, we extend those results by presenting initial system performance simulations for SU-MIMO compared with SIMO. The results show that SU-MIMO can significantly increase the system throughput and UE peak data rate.
2 Simulation Assumptions

A summary of system level simulation assumptions is given in Table 1. They are generally aligned with the assumptions in [4]. We assume that a full buffer traffic model is considered with 57 fully loaded cells (e.g., 10 UEs per cell, with RB allocations occupying all the same subcarriers and all transmitting at the same time). The UEs are randomly located in each cell and are stationary throughout the simulation time frame for 200 TTIs. In each TTI their static pathloss is modified by fading using aTU6 multipath model.
Table 1. Simulation Assumptions for Uplink SU-MIMO

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Cellular Radius
	167m (500m Inter-Site Distance)

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Shadowing fading
	Log-normal, 8 dB standard deviation

	Penetration Loss  
	20dB

	Fractional PLx-tile
	118 dB

	Fractional balancing factor, 
	0.5

	Channel model
	Typical Urban (TU), 3km/h

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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[image: image2.wmf] = 70 degrees,  Am = 20 dB

	User distribution 
	Uniformly dropped in entire cell, 10 UEs per sector



	BS Antenna Gain plus cable loss
	15 dBi

	Carrier Frequency
	2.0GHz

	Spectrum allocation
	10 MHz (50 RBs per sector) , 5 RBs per UE

	Minimum distance between UE and cell
	>= 35 meters

	Maximum UE TX power including PAPR backoff
	24 dBm

	UE Traffic
	Full Buffer

	Noise Figure
	5dB

	AMC
	ON

	Coding
	Release 6 Turbo Coding

	HARQ
	Chase combining (synchronous) 

	Scheduling
	Round Robin

	Frequency reuse factor
	1 and 3

	CQI processing delay (AMC, Scheduling and HARQ)
	Processing delay of 3 subframe

	Overhead Channels
	2 symbol per subframe

	Data Channels
	12 symbols per subframe

	Resource Block Carrier Allocation
	Localized

	Channel Estimation 
	Ideal

	Inter-cell Interference Modeling
	UL: Explicit modeling (all cells occupied by UEs)

	SC-FDMA Receiver
	LMMSE with 2 Rx antenna Diversity

	Power control
	· Maximum transmit power (no PC)

· Fractional pathloss [5] 

· Ideal open-loop with the target SNR = 14 dB for the weaker (or only) stream


For SU-MIMO we assume ideal SVD. The SU-MIMO simulation uses two codewords. Each codeword is treated like an individual UE with its own HARQ process. The SINR is computed using equation (36) in Appendix A, which accounts for intra-stream, intra-cell and inter-cell interference. The computed SINR is used to select the MCS that is applied 3 TTIs later. The SINR in that TTI is computed and along with the MCS is used to estimate the BLER from link-level simulations with AWGN. A random number is then drawn to determine ACK/NACK. If a NACK occurs, Chase combining is used for subsequent iterations and a combined SINR is obtained. 

The CQI table is shown in table 2. The highest data rate (16QAM & r = 5/6) corresponds to an SNR >11.8 dB. In our simulation we assigned a TBS size based on 64 subcarriers per UE, slightly more than 5 RBs. Therefore the maximum data rate for a SIMO UE is 2.56 Mbps while it is 5.12 Mbps for a SU-MIMO UE with dual codewords.
Table 2. MCS set
	CQI index
	1
	2
	3
	4
	5
	6
	7
	8
	9

	AMC set
	QPSK, 1/3
	QPSK, ½
	QPSK,

5/8
	QPSK, ¾
	QPSK, 5/6
	16QAM, ½
	16QAM, 5/8
	16QAM, ¾
	16QAM, 5/6

	SINR (dB)
	[-inf  1.0]
	[1.1 2.6]
	[2.7 4.2]
	[4.3 5.3]
	[5.4 6.7]
	[6.8  8.3]
	[8.4  10.2]
	[10.3  11.8]
	[11.9  inf]


Three power control schemes are simulated:

· No PC so that all UEs transmit at maximum power

· Fractional pathloss as suggested in [5] and used in [6], with PLx-tile = 118 dBm and  = 0.5
· Ideal open-loop with the target SNR = 14 dB for the weaker stream. 

As will be seen the power control scheme will affect the performance of both SIMO and SU-MIMO.

Neither MIMO/transmit diversity mode selection nor MIMO rank adaptation was simulated. This means that excessive BLER will occur for the weaker stream when its SNR is low and either rank 1 or transmit diversity should be used. Hence, simulated cell-edge performance is pessimistic.

3 Results
3.1 No power control

Figure 1 shows the cumulative probability distribution functions of the UE data rates for SU-MIMO and SIMO without power control. Each data point in the CDF consists of the rate of each of the 570 UEs averaged over 200 TTIs. The average sector throughput is the average over all 570x200 transmissions. 

In this simulation frequency reuse (FR) of 3 is used so that there are 19 interfering cells out of 57. Such a deployment and PC scheme might be used in a lightly loaded segment of a network. For this scenario SU-MIMO has a 35 % average advantage over SIMO but no advantage at the cell edge (5%). As stated above, MIMO mode and rank adaptation should be used for those cell-edge UEs which suffer from combinations of excessive pathloss and inter-cell interference, the latter magnified due to the lack of power control. Note that the average data rate is greater than the median which means there are some cell-center UEs achieving disproportionally high data rates. The maximum data rate with SU-MIMO exceeds 5 Mbps which is 100% greater than with SIMO.

[image: image3.emf]
Figure 1. CDF of UE data rate, no power control, FR=3

3.2 Fractional-pathloss power control

Figure 2 shows the CDF of the system throughput for SU-MIMO and SIMO with fractional-pathloss power control, again with FR = 3. In comparison with figure 1 observe that a smaller fraction of SU-MIMO UEs achieve a very high data rate, e.g. 10% exceed 4.5 Mbps without PC while only 2% exceed it with fractional PC. Both SU-MIMO and SIMO average throughputs are somewhat reduced. SU-MIMO still has a 33 % average advantage over SIMO but no advantage at the cell edge (5%).
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Figure 2. CDF of UE data rate, fractional power control, FR=3

Figure 3 shows the CDF of the system throughput for SU-MIMO and SIMO with fractional-pathloss power control, now with a frequency reuse of 1. In comparison with figure 2 we observe that the increased interference reduces the peak data rate with SU-MIMO: now 10% of the UEs exceed 2.7 Mbps while 10% exceeded 3.4 Mbps with FR = 3. Both SU-MIMO and SIMO average throughputs are noticeably reduced. However, SU-MIMO still has an 18 % average advantage over SIMO. Again, the cell edge performance shown for SU-MIMO is pessimistic due to lack of mode adaptation in the simulation.
3.3 Open-loop power control

We simulated OLPC with a target SINR = 14 dB. In our simulations the Iot is computed once using all 570 UEs accounting for pathloss and shadowing but not fading. For each UE the SINR is averaged over a block of 12 TTIs. The SINR of the weaker stream is compared to the target SNR and the transmit power is adjusted accordingly.

[image: image5.emf]
Figure 3. CDF of UE data rate, fractional power control, FR=1
Figure 4 shows the cumulative probability distribution functions of the UE data rates for SU-MIMO and SIMO with open-loop power control and FR = 3. With SU-MIMO 10% of the UEs achieve a data rate exceeding 3.4 Mbps while it is only 2.35 Mbps with SIMO. SU-MIMO has a 33 % advantage on average over SIMO. 
Figure 5 shows simulation results for OLPC with FR = 1. The results are less favorable to SU-MIMO because of the increased interference leading to reduced SINRs, particularly at the cell edges. UEs in favorable locations can still achieve high data rates with FR = 1: 10% of the UEs using SU-MIMO achieve a data rate exceeding 3.3 Mbps while it is only 2.3 Mbps with SIMO. However, on average SU-MIMO advantage over SIMO is reduced to 14.5 %.

3.4 Summary of results

Table 3 summarizes the average and peak (10%) data rate gains due to SU-MIMO.

Table 3. Summary of throughput and data rate gains of SU-MIMO vs. SIMO 

	
	Average data rate gain
	Peak data rate gain

	No TPC (FR=3)
	35%
	100%

	Fractional-pathloss 
TPC (FR=3)
	33%
	35%

	Fractional-pathloss 
TPC (FR=1)
	18%
	40%

	Ideal Open Loop TPC (FR=3)
	33%
	52%

	Ideal Open Loop TPC (FR=1)
	14.5%
	43.5%
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Figure 4. CDF of UE data rate, open-loop power control, FR=3

[image: image7.emf]
Figure 5. CDF of UE data rate, open-loop power control, FR=1
One can see that SU-MIMO provides increased peak and average user data rates as compared with SIMO for all power control schemes evaluated. The advantages of SU-MIMO decrease as the cell load and hence inter-cell interference increases as shown by comparing results with frequency reuse of 1 and 3. The influence of the power control scheme shows mainly in the peak data rate achievable with SU-MIMO, since the relative advantage in average data rate and cell throughput remains about the same at approximately 1/3 higher. It also appears that OLPC is slightly more advantageous to SU-MIMO than fractional-pathloss power control in terms of peak but not average data rate. Lastly, we can draw any conclusions about cell-edge performance because MIMO mode adaptation was not simulated. This results in excessive BLER when the weaker stream has an inadequate SINR, which reduces the calculated throughput. MIMO mode adaptation will be simulated in our next tdoc on this subject.
4 Conclusion
In this tdoc we presented the results of system simulations of uplink SU-MIMO in a realistic environment. We showed that SU-MIMO provides increased peak and average user data rates as compared with SIMO for all power control schemes evaluated. We also showed that in some favorable scenarios with light cell loading SU-MIMO cans double the data rate of well-located UEs. Based on these conclusions we recommend that SU-MIMO be included as a UE capability for E-UTRA.
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Appendix A. Post Detection SINR of UL MIMO Precoding for SC-FDMA System In the Presence of Inter-cell Interference

The mathematical expressions and methods for computing post detection SINR for UL MIMO SC-FDMA system using precoding are derived in this appendix. First the SINR is derived assuming no inter-cell interference (ICI) and considered only intra-cell interference. The intra-cell interference arises from the use of MIMO when two or multiple data streams are transmitted and received at multiple transmit and receive antennas. Since no restrictions are imposed on the precoding/beamforming matrix T, the equations can also be used for spatial multiplexing (SM) that do not use precoding or beamforming. The equation of post detection SINR for SM without precoding/beamforming can be easily obtained when the precoding matrix T is chosen to be an identity matrix I in the already derived equations. After obtaining the SINR for considering only intra-cell interference, the ICI is included as part of the total interference. The pathloss and long-term fading are part of SINR equation. 

1. Receiver Processing Matrix Derivation

     Let channel state information (CSI) matrix for k-th subcarrier be 
[image: image8.wmf], whose element 
[image: image9.wmf]is complex channel response between m-th transmit and n-th receive antenna. Let SINR(k) be signal-to-interference plus noise ratio of k-th data symbol in time domain. F is denoted as FFT or DFT matrix and D as inverse of FFT or DFT, i.e., 
[image: image10.wmf]. Let T denote the precoding matrix and R the receiver processing matrix. The DFT or FFT spread signal x is

                                         
[image: image11.wmf]                                                            (1)

The transmitted precoded signal t for sub-carrier k can be expressed as

                                        
[image: image12.wmf]                                            (2)

The receiver signal can be expressed as

                                       
[image: image13.wmf]                                   (3)

The MMSE processing matrix 
[image: image14.wmf] is obtained by the following formula

                               
[image: image15.wmf]                        (4)    

2. Effective Channel and Weight Matrix W computation

     When precoding or beamforming is used at transmitter, the effective channel 
[image: image16.wmf] can be derived from precoding matrix. The effective channel of sub-carrier k is the multiplication of channel matrix H of sub-carrier k and precoding or beamforming matrix T such that

                               
[image: image17.wmf]                                                  (5)

By replacing the channel 
[image: image18.wmf] with effective channel 
[image: image19.wmf] in Equation (4), the effective MMSE processing matrix 
[image: image20.wmf] that considers precoding or beamforming is easily obtained. A weight matrix W is calculated in order to obtain pre-scaling coefficients. The same weight matrix will also be used in post detection SINR calculation for each detected data stream. The weight matrix is the multiplication of effective MMSE processing matrix 
[image: image21.wmf] and effective CSI matrix 
[image: image22.wmf], as shown below:
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3. Signal Detection/Separation and SINR Formulation

     Received signal is decomposed into multiple parallel symbol streams using receiver processing matrix as shown below: 

                                  
[image: image24.wmf]                                                  (7)

where the n-th element of signal vector 
[image: image25.wmf]is the received signal at n-th receive antenna, and  m-th element of vector 
[image: image26.wmf] is the estimate of signal transmitted over m-th transmit antenna.

The estimated signal for x before DFT despreading can be expressed as the sum of desired signal, interference and noise by

        
[image: image27.wmf]             (8)

where 
[image: image28.wmf] and 
[image: image29.wmf] are the (m,n) element of the matrices 
[image: image30.wmf] and 
[image: image31.wmf] respectively. We use the correlation properties for signals d and x by
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and

                            
[image: image33.wmf].                                                  (10)

The estimate of d can be obtained by despreading the estimate of x using inverse FFT or DFT such that 

                               
[image: image34.wmf]                                                                       (11)

The estimated data symbols d can be expressed in a matrix form by

                 
[image: image35.wmf]  (12)

The first, second and last term of the right hand side of equation (12) above represent the desired signal, interference and noise respectively.

The desired signal can be expressed as

                       
[image: image36.wmf]                                            (13)

The power of desired signal is

                      
[image: image37.wmf]                                             (14)

After simplifying equation (14), we have

                     
[image: image38.wmf]                                                               (15)

The intra-cell interference is

                    
[image: image39.wmf]                                    (16)

The interference power can be expressed as

                  
[image: image40.wmf]                                     (17)

Here the following correlation property is used:

                
[image: image41.wmf]                                                 (18)

Thus we have

                        
[image: image42.wmf]                                                (19)

The noise is

                      
[image: image43.wmf]                                     (20)

The noise power can be written as

                    
[image: image44.wmf]                                           (21)

After simplifying equation (21) we obtain

                         
[image: image45.wmf]                                                     (22)

If it is assumed block invariant channel, i.e., 
[image: image46.wmf], 
[image: image47.wmf] and 
[image: image48.wmf], equation (15), (19) and (22) can be further simplified as
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and

                        
[image: image51.wmf]                                                                    (25)

4. SINR computation

     The post detection SINR of signal estimate 
[image: image52.wmf] is different than the original pre-detection SINR such as the SINR derived from channel estimation. It is seen from equation (22) that the noise power on estimated data symbols 
[image: image53.wmf] is increased by a factor 
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From equation (19) the total interference on 
[image: image55.wmf] is proportional to the averaged sum of the squares of off-diagonal elements of the weight matrix
[image: image56.wmf] across the sub-carriers that are used for DFT spread signal,
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The signal to interference and noise (SINR) ratio of m-th data stream 
[image: image58.wmf] is finally obtained using equations (15), (19) and (22) as:
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5. SINR computation in the presence of ICI

     When ICI is present, the receiver signal for equation (3) can be rewritten as

  
[image: image60.wmf]    (29)

where 
[image: image61.wmf] and 
[image: image62.wmf] are the precoding or beamforming matrix which are used by desired and the q-th interferencing user respectively. 
[image: image63.wmf] is 1 if sub-carrier k is assigned to user q and 0 if not.

Data detection for signal x is


[image: image64.wmf]  (30)

The inter-cell interference is

            
[image: image65.wmf]       (31)

The power of ICI is

              
[image: image66.wmf]       (32)

Thus we have

                    
[image: image67.wmf]                    (33)

The SINR for the m-th data stream when ICI is present is,

      
[image: image68.wmf]                                                                                                                        (34)

It is assumed that the transmitted power 
[image: image69.wmf] and long term fading gain (including pathloss and shadowing) 
[image: image70.wmf] of the desired user are already embedded in channel matrix H obtained for the desired user. It is further assumed that desired user uses pre-determined sub-carriers. The indicator 
[image: image71.wmf] indicates whether the ICI occurs in the same sub-carriers in which the desired user resides.

6. Frequency-Domain Scaling 

Frequency domain scaling is used to adjust signal bias due to MMSE operation and to align with the original signal constellation especially for high order modulation such as 16QAM or 64QAM. When frequency-domain scaling is used, the m-th element of the estimated data vector 
[image: image72.wmf])
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 is divided by m-th diagonal element of weight matrix 
[image: image73.wmf], i.e., 
[image: image74.wmf]. The m-th row of weight matrix 
[image: image75.wmf] of desired user, weight matrix 
[image: image76.wmf] of the interferencing user and the m-th row of receiver process matrix 
[image: image77.wmf] are scaled by the factor of 
[image: image78.wmf]. Denote 
[image: image79.wmf], 
[image: image80.wmf] and 
[image: image81.wmf] the scaled 
[image: image82.wmf], 
[image: image83.wmf] and 
[image: image84.wmf] respectively. The SINR in equation (28) for the m-th data stream can be rewritten by 

                     
[image: image85.wmf]                  (35)
The SINR in equation (34) for the m-th data stream with the presence of ICI can be rewritten by


[image: image86.wmf]        (36)   

7. Time-Domain Scaling 

The SINR which were derived and developed in equations (28), (34) and (35), (36) can be used for scaling the SC-FDMA data in the time domain after the output of inverse DFT despreading and soft demapper and before input to channel decoding.
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