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1 Introduction
Inter-block permutation (IBP) interleaver supports various parallelism degrees with more flexible memory bank partition. The ongoing parallelism degree discussion in the meeting views the IBP supporting parallelism degree as 2n and wastes more APP decoders or processing time. This contribution provides a reversed IBP concept to achieve the parallelism degree smaller than the number of total memory banks. This also promises that IBP-like interleaver supports more flexible memory bank partition comparing to the Rel-6 turbo coding 1, 5, 10 and 20. It also promises future higher throughput capability.
2 Various parallelism degree supporting function
2.1 IBP interleaver

The IBP interleaver features identical intra-block permutation for all blocks and apply a global inter-block permutation algorithm to simplify permutation realization and implementation. Network-oriented IBP interleaver, ARP and QPP belong to this kind of interleaver. Eqn. (1) provides a general form 
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where 0≤i<KBLOCK and KBLOCK denotes the information blocks size. 
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denote the inter-block permutation and intra-block permutation, where L is the block length. 
2.2 Reversed IBP manner
IBP interleaver can be viewed in the reversed manner. In general intra-block permutation determines an intra-memory bank permutation and inter-block permutation determines inter-memory bank permutation. The recent proposals network-oriented IBP, QPP and ARP support the parallelism degree 2n for most cases. This fact misleads that either only 2n APP decoders can be supported or we have to waste many idle cycles in supporting other parallel degrees. In fact the IBP concept can be viewed in the reversed manner. The IBP interleaver is a two-dimensional interleaving mapping function. We can inter-change the roles of intra-block permutation and inter-block permutation; the intra-block permutation performs inter-memory bank permutation and the inter-block permutation performs intra-memory bank permutation due to this two-dimensional permutation IBP interleaving concept. If the number of processors can not fit sweet 2n APP decoders, we can apply the reversed manner to achieve the memory contention-free.
The reversed manner supports memory contention-free. 
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is an one-to-one permutation function. This promises a contention-free property if the reading indices are not the same for all APP processors. Therefore the reversed manner simply supports contention-free. 
2.3 Example

Fig. 1 demonstrates a reversed mapping. There are 42 information bits, 6 memory banks and 3 processors. These 42 information bits are allocated across the memory banks instead of align the memory bank. These three processors start decoding from 0, 14 and 28. Because the intra-block permutation is identical for these 7 columns, these processors send information bits to these memory banks without memory access collision.
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Figure 1: Reversed IBP Mapping.

2.4 Flexibility in implementation complexity
If a permutation function can apply all factors of KBLOCK to form equation (1), it has the so-called property, i.e. QPP. If the block length is equal to 360, the supported memory bank partitions are 1, 2, 3, 4, 5, 6, 8, 9, 10, 12, 15, 16, 18, 20, 24… If the required APP decoders are the same as these numbers, we can have a very simple implementation method. If the required number of APP decoders is 13, we can apply 15 memory banks instead of 20. It reduces the hardware complexity.
3 Conclusions

This contribution verifies the parallelism degree issue of inter-block permutation interleaver. The interleaver can support any parallelism degree smaller than the length of 
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. If the length of 
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 can be reduced as small as possible, the required number of memory banks can be used as least as possible.
4 Reference
[1] R1-063458, ITRI, “A low power implementation-oriented turbo coding interleaver,” 3GPP TSG RAN WG1#47, Riga, Latvia, Nov 6th – Nov 10th 2006.









PAGE  
2

_1227354251.unknown

_1227368851.unknown

_1227354163.unknown

_1227354219.unknown

