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1 Introduction

This contribution is a revised update of document R1-051367, presented at RAN1#43 in Seoul.

In their LS R1-062465, RAN3 are requesting RAN1 to “inform on the applicability of over-the-air synchronisation for SFN operation as an alternative to methods based on external clocks”. In this contribution, we describe a method of achieving such synchronization based on UE measurements. The method can be used to achieve both time and frequency synchronization, and is particularly applicable to smaller cells, including indoor, where the possibility for wireless eNodeB-to-eNodeB and satellite communication is limited.
The synchronization procedure can be summarized as follows:

1. The UEs synchronize themselves to the DL.
2. Afterwards, eNodeBs are synchronized among each other by exploiting UE measurements.
We propose that the method forms a basis for achieving SFN operation in EUTRAN.

2 Algorithm Description
The proposed synchronization method comprises two steps. In the first step, the intra-cell synchronization is achieved in the UE. Based on various reference signals sent by all eNodeBs in DL, each UE identifies the eNodeB received with the strongest signal level and synchronizes to it, by adjusting its oscillator and timing. In this way all UEs within a cell become synchronized with the eNodeB and consequently with each other.

[image: image1.jpg]Downlink Synchronization and Measurement Uplink Reporting and Adjustment




Figure 1: Proposed Synchronization Concept

In the second step, the inter-cell synchronization is obtained. Each UE continues to monitor the reference signals sent by adjacent eNodeBs, measures the relative time (and possibly frequency) offsets between own eNodeB and the second strongest eNodeB, and signals this information to its own eNodeB. Each eNodeB then adjusts its clock (and possibly its oscillator) according to the offset measurements signalled by all the UEs within its cell.

Due to the propagation delay between the eNodeBs and the UE, the time offset measurement at the UE is affected by an error. Let us indicate the delay between the UE and the eNodeB1 with e1 and the delay between the UE and the eNodeB2 with e2. If the actual time offset between eNodeB1 and eNodeB2 is Δtsync, the time offset measured at the UE is Δtmeas= Δtsync+e2-e1.
For UEs close to the cell border, the estimation error e2-e1 tends to zero. Moreover, since the eNodeB considers the time offset measurements provided by UEs that are able to provide such a measurement (typically cell edge UEs), the error is reduced.
3 Simulation Results

System simulation results are shown in figure 2. Very good convergence can be observed for small cells: 0.6 us and 2 us (std) for inter-site distance of 500 and 1732 m, respectively. As the inter-site distance increases, the convergence deteriorates. However, even with the large inter-site distance of 5 km, the residual mis-synchronization of 6 us (std) can be acceptable for the long-CP (17 us) frame structure.

An interesting observation is that, what truly matters, is the time of arrival of different transmission in the UE, rather than the absolute synchronization in the network. A useful characteristic of the proposed method is that it is able to tune the transmission timing to the geographical distribution of the UEs.

[image: image2.emf]0 50 100 150 200 250 300 350 400 450 500

10

-7

10

-6

10

-5

10

-4

10

-3

10

-2

10

-1

Iteration

STD of time offset [s]

 

 

ISD = 500m

ISD = 1732m

ISD = 5196m

ISD = 10000m


Figure 2: Simulation results for various intersite distances.
4 Conclusion

We presented a simple and efficient over-the-air network synchronization method. We propose that the method forms a basis for achieving SFN operation in EUTRAN.

Annex: Simulation Assumptions
	Parameter
	Value

	cellular deployment
	19 sites, hexagonal cells

	propagation model
	urban macro

	number of UEs deployed
	128

	initial eNodeB timing
	-160..+160 ms, uniformly distributed 

	UL feedback type
	timing difference

	timing update rule
	t(k) = t(k-1) + (*max(Δtmeas(k-1)), ( = 0.6








