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1. Introduction
Previous contributions to the LTE process [2]

 REF _Ref147293992 \r \h 
[3] offered simulation data outlining the estimated spectral efficiency of wide-area broadcast systems founded on single frequency network (SFN) concepts and potentially operating on dedicated frequency resources.
The results reported in [2]

 REF _Ref147293992 \r \h 
[3] were based on cyclically prefixed OFDM, following well-established principles borrowed from systems such as DVB and DAB. It is well understood, however, that SFN techniques need not be limited to OFDM systems, but are generally applicable across air interfaces, provided:

a) means of achieving the necessary time- and frequency synchronization are made available at each simulcasting transmitter, and

b) the terminal receiver performance (including elements enabled by the air interface, such as pilot symbol provisioning) is capable of fully exploiting the resulting elevated SINR and  modified propagation conditions associated with the SFN.
Accordingly, as observed in e.g. [5][6] there is no fundamental obstacle to exploiting SFN operation in CDMA networks for dedicated MBMS operation. Accordingly, it is worthwhile to explore such an option within the context of the HSPA Evolution study [1]. It is important, however, to assess performance while recognising the practical impact of SFN operation on UE receiver design and performance. This contribution explores the potential performance of SFN-enhanced MBMS under standard network simulation conditions for both idealised and more practical UE receiver designs derived from RAN4’s work on equalizers.
2. Simulation Assumptions
It is well understood that SFN operation leads to extended channel multipath intensity profiles compared to the underlying unicast channel model. This is illustrated in Figure 1 which shows the cumulative distribution (sampled spatially over a simulated network) of RMS delay spread as a function of the underlying cell channel type (flat, TU) and cell radius in a 19-cell, 3-sector system.
The results are further summarised in Table 1, which lists the median RMS delay spreads for each cell radius. Clearly, a) the channel RMS delay spread is dominated by the network cell dimension rather than the cell channel type, and b) even at 1000m cell radius the median RMS delay spread of 2.3s for a per-cell TU channel exceeds the TU RMS delay spread value of approximately 1s. For larger cell radii – potentially consistent with a sparse broadcast network deployment on a dedicated carrier frequency or layer – the RMS delay spread is considerably larger, with the 95%-ile RMS delay spread approaching 40s for a 10km cell radius. 
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Figure 1 – RMS delay spread vs. cell radius.
	Cell Radius (m)
	Median RMS Delay Spread (us)

	
	Flat Channel
	TU Channel

	1000
	2.1
	2.3

	2000
	4.1
	4.2

	5000
	10.2
	10.3

	10000
	20.4
	20.4


Table 1 – Median RMS delay spread vs. cell radius.
Up to the present time, with the exception of e.g. 3GPP TS 25.101 multipath fading environment Case 2, RAN4’s working assumptions on channel models generally have focused on specific ITU channel types (Pedestrian-A/B, Vehicular-A) with RMS delay spreads less than 1s. This has certainly been the case for HS-DSCH equalizer (Type 2, 3) and MBMS conformance testing. Consequently some impact of UE receiver architectures might be expected from any adaption of SFN techniques, with the degree of impact highly dependent on the selected deployment model (i.e. a sparse deployment model would significantly modify the receiver operational environment).
In an SFN environment, and in the absence of spatially correlated interference, amongst the reference receivers adopted by WG4, Type-3 receivers (dual-antenna, L-MMSE) would be expected to offer the best performance, but – as discussed below – Type-2 receivers are also relevant. This contribution provides performance data for Type-2 and Type-3 L-MMSE receivers of length 30 chips (7.8s span) per antenna, although other receiver structures are possible (note that RAN4 assumed a linear equalizer span of 4.2s per antenna for the Type 3 reference design.) Results are provided for both ideal and non-ideal channel estimation based on a 10% CPICH power allocation (see Appendix A) and using the channel estimation error process discussed in [7].
Unfortunately, there is no agreed network deployment model applicable to MBMS enhancements in the HSPA+ context [1], and so – as discussed in [7] – this contribution focuses on co-located unicast/broadcast deployments for LTE Cases 1 and 3, modified for 5MHz operation. This is motivated by the understanding that operators would prefer to provision any dedicated broadcast service associated with a deployed unicast system using existing sites and the same antenna and site engineering practice as for unicast.
Nevertheless, sparse deployment models featuring elevated Node-B antennas (with modified path loss) and increased Node-B power levels could be studied with appropriate operator guidance.
3. Simulation Results
A three ring hexagonal grid layout was simulated, with the Node-Bs operating in SFN mode  (assuming zero inter-NB timing error) and UE ‘drop’ locations confined to cell sites within the second ring (to minimize SFN edge effects). As discussed previously, the simulation assumptions were based on LTE Cases 1 and 3 [10] and are summarized in Appendix A. Figure 2 shows cells sites and UE drop locations for a 1km cell radius.
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Figure 2 – Cell layout and UE drop locations.
S-CCPCH slot format #10 [11], with an 80ms TTI and a spreading factor of 32 was assumed for the secondary common control physical channel (S-CCPCH) transporting the MTCH, along with an 8-bit TFCI. It was assumed that 90% of the NodeB transmit power was divided equally among 31 S-CCPCHs and the remaining 10% power was allocated to CPICH for channel estimation purposes. Note that, the P-/S-SCH and P-CCPCH were not transmitted, to maximise alignment with the proposal of [5] (this assumption has additional implications which are discussed below). The transport block sizes (TBSs) used in the network simulations are defined in Table 2. TBSs with higher order modulations (16-QAM and 64-QAM) were also considered, although of course they are not defined for S-CCPCH in the current specifications. For ease of simulation with higher order modulation, the turbo encoding chain of HS-DSCH [8] was applied to the transport channels carried by S-CCPCH.
In [5], Coverage is defined as the percentage of the received frames having BLER higher than 1%, averaged over fading realization and over receiver locations. Taking an average over receiver locations may not give a fully accurate indication of the frame-sequential MBMS QoS at each receiver location. Accordingly, the alternative definition adopted here is to define outage as the likelihood that the sequential frame error rate observed at any individual location in the network was in excess of 1%. We define Spectral Efficiency as the ratio of information bit rate on the combined S-CCPCH’s (neglecting MAC overhead) to the nominal occupied bandwidth of 5MHz. We then further define the Area Spectral Efficiency (ASE) of the simulated MBMS system as the maximum achievable spectral efficiency with coverage greater than 95%.
Figure 3 shows network simulation results, which are discussed further in the next section. ICE indicates ideal channel estimation and PCE indicates practical channel estimation. In the case of PCE, the equalizer solution for Type-2 and Type-3 receivers was formed using ideal channel tap values that were perturbed by AWGN noise terms whose variances are obtained using the expressions discussed in [7]. Transmitter and receiver impairments were modeled as a limit on the maximum achievable signal to noise ratio (SNR) which was set to 20 dB.
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1 32 76 9120 2 18240 0.3 5472 0.42

2 32 76 9120 2 18240 0.5 9120 0.71

3 32 76 9120 2 18240 0.7 12768 0.99

4 32 76 9120 2 18240 0.9 16416 1.27

5 32 76 9120 4 36480 0.3 10944 0.85

6 32 76 9120 4 36480 0.5 18240 1.41

7 32 76 9120 4 36480 0.7 25536 1.98

8 32 76 9120 4 36480 0.9 32832 2.54

9 32 76 9120 6 54720 0.3 16416 1.27

10 32 76 9120 6 54720 0.5 27360 2.12

11 32 76 9120 6 54720 0.7 38304 2.97

12 32 76 9120 6 54720 0.9 49248 3.82


Table 2 – TBS parameters used in network simulations.
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Figure 3 – ASE: coverage vs. spectral efficiency.
4. Discussion

The simulation results of Figure 3 in the previous section suggest that when using ideal channel estimation and when a dual-port receiver is available, area spectral efficiencies (i.e. at 95% coverage) in the region of 0.6bps/Hz are achievable for the LTE Case 3 deployment scenario, and even greater area spectral efficiencies (ASE) – in excess of 2bps/Hz – are possible for LTE Case 1. This represents a considerable improvement in wide-area broadcast ASE over Rel-6 MBMS, although obviously no provisioning of local service (e.g. via counting) is considered in the results (we assume this requirement would be dealt with via, say, a companion unicast network).
Nevertheless, the effect of practical channel estimation (PCE) also illustrated in Figure 3 suggests – at least using the current channel error model – that the code division multiplexed (CDM) P-CPICH imposes limits on achievable SFN receiver SINR’s. Indeed, Figure 3 indicates that with PCE the spectral efficiency results for the direct evolution of the Rel-6 MBMS design described in [5] appear to be less than those obtainable using the cyclically prefixed OFDM approach such as LTE E-MBMS [2]
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[3]. Further optimisation of the Rel-6 physical channel structure might be needed to obtain a fully optimised solution.
It is also clear that – for both ideal and practical channel estimation error cases – a second UE antenna is required at the UE, at least in the low SINR regions which dominate the network outage, if network performance is to approach the 1bps/Hz requirement applied to E-MBMS [9].
Neglecting the well-understood issue of coordinating paging between unicast and broadcast layers (an issue shared with LTE E-MBMS), and notwithstanding the vulnerability in particular band combinations for UE self-interference under mobility (discussed in [4]), the requirement to provide a second UE antenna potentially adds some further complexity to the mobility model envisaged by [5], since mobility related measurements on the companion unicast network would always constitute an inter-carrier measurement, requiring at least temporary loss of UE dual-antenna capability for receiving the physical channels assigned to the dedicated carrier MBMS service. This could be addressed by e.g. providing measurement opportunities in the dedicated MBMS carrier, but the presumed asynchronism of the unicast sites suggests that coordinating measurement opportunities to multiple asynchronous unicast cells could be problematic. Other solutions could be for further study.
Indeed, the need in [5] for each unicast cell to broadcast relative timing information for the associated Node-B with respect to the companion broadcast carrier frequency suggests that even if the unicast network is not explicitly synchronised, a means of establishing the relative timing of each unicast cell with respect to the companion broadcast layer would still need to be provisioned at each unicast site. Such provisioning has not been a deployment assumption applicable to UMTS FDD systems to date, but creates a scenario where the unicast network is provisioned with, but presumably does not exploit, synchronization in unicast network deployment. Also, access to an MBMS dedicated carrier in the absence of the companion unicast network would be infeasible.
5. Conclusions
The simulation results presented in this paper indicate that if the need for localised MBMS service can be transferred to a unicast carrier frequency or de-prioritised, the application of SFN techniques to the Rel-6 MBMS design can lead to significant improvements in UMTS broadcast service spectral efficiency.
The results also suggest, however, that the performance of an SFN design derived directly from Rel-6 MBMS is not fully optimised, and the performance would fall short of LTE E-MBMS. Further adjustments to the MBMS physical layer design, and even further evolution of WG4 work on receivers, appears necessary to improve performance. In addition, for the specific proposal of [5], the potential UE and network complexities relating to synchronization and mobility would require further investigation.
In order to make the most rapid progress given the HSPA+ TR timeline, the following actions are suggested:
a) a set of simulation assumptions applicable to enhanced MBMS delivery be agreed
· LTE Cases 1 and 3 would appear to be adequate and readily available models for the case of a broadcast networks co-located with unicast networks,
· the best source of any subsequent deployment model applicable to a sparse or non-colocated deployment model would be the 3GPP operators community
b) RAN1 consider recommending a target value for area spectral efficiency, applicable to enhanced MBMS solutions in UTRA, along with a clearly defined area spectral efficiency metric.
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7. Appendix A – System Simulation Assumptions
[image: image8.emf]Parameter Units Value

Carrier Frequency MHz 2000

Inter Site Distance m 1732 (Case 3), 500 (Case 1)

Bandwidth MHz 5

Penetration Loss (PL) dB 20

Speed km/h 3 (25.814)

Cell Layout Hexagonal grid, 19 cell sites, 3 sectors per site

Path Loss dB UMTS 30.03 (with deltaH = 15 m) = 128.2 + 37.6log10(d(km))

Lognormal Std Dev. dB 8

Inter-Site Shadow Corr. Coeff. 0.5

Intra-Site Shadow Corr. Coeff. 1

Channel Model Typical Urban (TU)

BS transmit power dBm 43

BS # Antennas 1

BS Ant. Pattern LTE  (25.814)

BS Ant. Gain dBi 14

BS Ant. 3dB Beamwidth degs 70

BS Ant. Front-Back Ratio dB 20

MS Noise Figure dBi 9

MS # Antennas 2

MS Ant. Gain dBi 0

MS Ant.  Corr. Coeff. 0

CPICH Overhead % 10

S-CCPCH Slot Format Slot Format #10, SF = 32, TTI=80ms

Number of S-CCPCHs 31

LMMSE Equalizer Length taps 30 per receive antenna

CDM Channel Estimation Window chips 2560





















































