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1
Introduction

The need for L1 multiplexing was discussed in the joint RAN1-RAN2 session in RAN1 meeting #44-bis. For the uplink it was decided that no multiplexing would be performed in layer-1 in the absence of MIMO. Decisions for uplink MIMO and multiplexing on the downlink were deferred pending further study. 

In this contribution we discuss the need for downlink multiplexing in both MIMO and non-MIMO cases, and study the pros and cons of different multiplexing options. 

By L1/L2 multiplexing, we refer to the transmission of data from more than one traffic flows of a user in the same TTI. By this definition, we do not consider the use of parallel HARQ processes for MIMO operation as L1/L2 multiplexing.

It is clear that a multiplexing solution, if considered necessary, should be based on the following requirements.

· The multiplexing method should be able to handle a mixture of persistently scheduled and non-persistently scheduled flows, since real time service flows such as VoIP are likely to use some form of persistent scheduling, while best effort traffic will use dynamic scheduling. 

· Implementation complexity should not be increased significantly.

· Since the majority of the downlink transmissions are likely not to use L1/L2 multiplexing, the chosen multiplexing method should not increase signaling or control overhead for transmissions that do not use multiplexing.

2 On the Need for L1/L2 Multiplexing

The LTE downlink allows for time multiplexing of different flows of the same user, by scheduling different flows in different TTIs. L1 and L2 multiplexing refer to multiplexing of multiple traffic flows of a user in the same TTI. 

As several contributions on this subject have already noted, the need for multiplexing different flows of a user in the same TTI is diminished due to the availability of a short TTI (1 ms) and the likely adoption of a small HARQ round-trip time. 

Some companies have also expressed a concern that the lack of L1 or L2 multiplexing may reduce peak rates for a user who has a best effort flow and a lighter traffic flow such as VoIP. The impact on peak rate for the best effort flow is maximized when the cell is lightly loaded, such that bandwidth left unused by the user’s VoIP transmission is wasted when there is no other user who could be scheduled to utilize the remaining bandwidth. 

Consider the worst-case scenario when only a single user is active in a cell, and has a VoIP flow and a best effort flow. If no L1 or L2 multiplexing was allowed for this user, then best effort traffic will not be transmitted during the TTIs in which there are VoIP transmissions. Using a VoIP packet inter-arrival time of 20ms, a TTI of 1ms and voice activity of 50%, we can compute that the peak data rate of the best effort flow will be reduced by less than 5% due to VoIP transmissions. 

The loss in throughput in the presence of other users in the cell will be much smaller than 5% since bandwidth left unused by a VoIP transmission can be scheduled for another user. 

Based on the above analysis we can infer that there is no clear benefit of using L1/L2 multiplexing on the downlink.  Results from a simulation study would be required to justify the need for any proposal on L1/L2 multiplexing. This is separate from the question of the need to use multiple parallel HARQ processes in the same TTI for MCW-MIMO, which is addressed in Section 5.

3
L2 Multiplexing (Mux3) 

L2 multiplexing (also called mux3) refers to multiplexing of different flows of the same user from different outer-ARQ entities to form a single MAC PDU, similar to MAC-e multiplexing in E-DCH. The operation of mux3 is shown in Figure 1.

Pros:

· No additional control signaling is required.

· The required number of HARQ processes is not increased

Cons:

· It is not possible to multiplex a flow with persistent scheduling with a flow that is scheduled dynamically using mux3. This negates most of the potential benefits of multiplexing, since VoIP is likely to use persistent scheduling while best effort flows would use dynamic scheduling.

· Mux3 increases the size of MAC headers. This is also applicable for transmissions for which multiplexing is not performed.


4        L1 Multiplexing (Mux4)

L1 multiplexing (also called mux4) refers to physical layer multiplexing of different flows of a user in the same TTI. This is achieved by mapping MAC PDUs derived from different flows to different parallel HARQ processes in the same TTI, each mapped to independent virtual resource blocks. The operation of mux4 is illustrated in Figure 2.

Pros:

· Enables multiplexing of flows that are scheduled using persistent scheduling with those that use dynamic scheduling. Therefore, mux4 allows a best effort flow to be multiplexed with a VoIP transmission that uses persistent scheduling.

· Provides the flexibility to use different HARQ and physical layer parameters, such as the maximum number of transmissions, different coding and modulation schemes and power levels for flows having different QoS requirements in the same TTI.

· Makes it possible to transmit data from different flows on different parts of the spectrum, enabling the system to:

· select more than one channel peak in frequency.

· select transmit powers and modulation/code rates that are best suited for a particular resource block.

Cons:

· Each flow is mapped to a separate VRB, which increases the amount of L1 control signaling to the UE in a TTI. However, this overhead is incurred only in the TTIs in which multiplexing is performed.

· Multiple ACK/NACKs will need to be transmitted on the uplink corresponding to the different multiplexed MAC PDUs on the downlink, which will increase the uplink load. Furthermore, allocation of ACK/NACK resources on the uplink becomes more complicated since the number of multiplexed PDUs in any TTI is variable.

· The number of required parallel HARQ processes will increase by the factor of the number of parallel flows that can be multiplexed together. This may also further increase the number of bits required to signal a HARQ process ID.



5 HARQ Process Multiplexing for MCW-MIMO 

MCW-MIMO requires independent coding and modulation of the data streams mapped to different antennas. If the transmission from any one antenna fails, it is desirable to only retransmit that packet independently of the data streams on the other antennas. Therefore, the data on different MIMO streams should be mapped to independent HARQ processes. 

Also, it is desirable to decouple the demultiplexing of data into different MIMO streams from possible multiplexing of multiple traffic flows of a user, since the number of flows configured for a user may be different from the number of MIMO streams that the user is capable of supporting at any time. 

Given these requirements, we propose the following approach to performing MCW-MIMO transmissions:

· A single transport channel is de-multiplexed to multiple transport blocks

· Each transport block has a separate CRC

· Each transport block is mapped to a HARQ process and to a transmit antenna (or beam in case of precoding)

· Independent coding and modulation on each transport block

· Independent HARQ retransmissions for each transport block

The proposed scheme is shown in Figure 3.



Mux4 in conjunction with MCW-MIMO:

Mux4 may be used in conjunction with MCW-MIMO, in which case each flow has its own MIMO chain.

Mux3 in conjunction with MCW-MIMO:

Mux3 may be used in conjunction with MCW-MIMO using an approach shown in Figure 4. Data from different flows of a user are multiplexed into a MAC PDU using mux3. The MAC PDU is then segmented into multiple transport blocks, each referred to in this paper as a MAC-m PDU. 

Note that it is not desirable to map each flow to a different MIMO stream, since the number of active flows may be different from the number of MIMO streams that the user can support at any time, and the amount of data in a particular priority queue may be incompatible with the data rate supportable on the antenna to which it is mapped.

Each MAC-m PDU is mapped to a parallel HARQ process, and is retransmitted independently of the other MAC-m PDUs. Each MAC-m PDU is encoded and modulated, and transmitted on one antenna (or beam). 

Operation of mux3 with MCW-MIMO suffers from a significant drawback: The UE will need to wait for all HARQ processes corresponding to all the MAC-m PDUs to terminate before delivering data to reordering buffers. This means that there is a requirement for a new MAC layer in the UE, which buffers MAC-m PDUs until all MAC-m PDUs that correspond to a MAC PDU are successfully received, then combines them to reconstruct the MAC PDU, and then distributes the constituent data to different priority queues. 

This additional layer increases UE complexity. Based on this observation, together with the fact that the gains of using mux3 are questionable, we recommend that mux3 not be used in conjunction with MCW-MIMO.



6 Conclusions

· We do not see an obvious need for L1/L2 multiplexing for LTE downlink.

· Any proposal for multiplexing must be justified with the help of simulation results.

· If downlink multiplexing is considered necessary, L2 multiplexing (mux3) is not a feasible approach since it does not allow multiplexing of a persistently scheduled VoIP flow with a dynamically scheduled best effort flow.

· Mux4, despite its increased signaling overhead on both downlink and uplink, may be the only multiplexing option available to support multiplexing of a persistently scheduled flow with a dynamically scheduled flow.

· Multiplexing of parallel HARQ processes should be allowed for MCW-MIMO. For this, a single transport channel is de-multiplexed into multiple transport blocks, each of which is mapped to one HARQ process and one antenna/beam. 

· Using mux3 in conjunction with MCW-MIMO adds additional complexity at the UE. 

Our recommendation to not use L2 multiplexing (mux3) is contrary to the current view of RAN2 [2]. If there is agreement in RAN1 to remove mux3, we would request RAN2 to revisit their decision.
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Figure � SEQ Figure \* ARABIC �1�. MUX3 operation.





Figure � SEQ Figure \* ARABIC �2�. MUX4 operation.





Figure � SEQ Figure \* ARABIC �3�. MCW-MIMO operation.
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Figure � SEQ Figure \* ARABIC �4�. MUX3 operation with MCW-MIMO
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