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1. Introduction
In hierarchical cell search, timing acquisition is performed using the primary SYNC channel (P-SCH) which carries the primary SYNC code (PSC). The P-SCH is also used to provide channel estimates to decode the cell-specific information embedded in the secondary SYNC channel (S-SCH) (see, e.g. [1]). In tightly synchronized networks, significant performance loss were incurred when one cell-common PSC is used [2, 3]. It was then demonstrated that the use of different PSCs for neighboring cells totally removes the performance loss. Seven or eight PSC sequences were suggested in [2, 3] although the exact number is for further study.
Another important aspect of cell search is the sequence design for PSC. As mentioned above, PSC is used for stage 1 cell search as well as channel estimation for demodulating the S-SCH. In [4], a sub-class of CAZAC sequences called Frank sequences are proposed in [4], which results in time-domain QPSK sequences. In [5], a type of GCL sequence (Zadoff-Chu) in frequency-domain was proposed. BPSK sequence in frequency-domain was suggested in [6]. 
In this contribution, several aspects of PSC design are discussed. In general, the PSCs should be designed such that a good trade-off between performance and the resulting UE complexity is achieved. We discuss two different approaches for PSC design: frequency- and time-domain. While it is always possible to obtain a frequency-domain equivalent sequence of a time-domain sequence (and vice versa), a certain set of properties is more accessible when the sequence is designed in one domain. The two approaches are compared in terms of performance and complexity. It is found that the difference in performance between the two approaches is not significant. On the other hand, the time-domain approach offers some potential reduction in computational complexity.  
2. PSC Design Aspects
As mentioned in Section 1, both performance and complexity should be taken into account in designing the PSC sequences. In particular, the set of N PSC sequences should have the following properties to attain good performance:
1. Each of the resulting N P-SCH signals should have good time-domain auto-correlation properties (minimum sidelobe). 

2. The pair-wise time-domain cross-correlation between any of the 2 P-SCH signals should be as small as possible.

The above properties are important when the replica-based timing detection is used. Replica-based detection involves performing time-domain cross-correlation (convolution) between the replica of the P-SCH symbol with the received signal. While the resulting complexity may not be dramatically high, it is beneficial to further reduce the required computational requirements by imposing certain structures to the PSC sequences. 
One related aspect is whether the PSC sequences are designed in time- or frequency-domain. While frequency-domain sequences seem to be more natural for OFDMA systems such as LTE, time-domain design should also be considered as timing acquisition is fundamentally a time-domain operation. We now consider the two approaches in details.
2.1. Frequency Domain Design
Figure 1 illustrates the generation and reception of P-SCH based on frequency-domain PSC. That is, the chosen sequence s(.) of length L is defined in frequency domain. Here, the LTE numerology in [7] is assumed. The SCH occupies and is generated for 1.25 MHz bandwidth using 128-point DFT and 1.92 MHz sampling frequency. Here, the length-L sequence is positioned at the center of 1.92-MHz sampling bandwidth where zero sub-carriers are added as the guard tones. The length L should be chosen such that the resulting SCH spectrum does not violate the given spectrum mask. For example, when 90% of 1.25 MHz can be occupied, L should be less than or equal to 75. 

At the UE, cross-correlation between the received signal and all the P-SCH candidates is performed. Here, we assume that a set of 8 PSCs are used. The cross-correlation is implemented  as a straight time-domain correlation. While frequency-domain implementation (e.g. overlap-and-save using 2 FFT operations) may also be used, the required FFT size is significantly larger than 128. This is because the length of P-SCH signal is 128 samples (assuming that the CP is not used). Hence, the amount of complexity saving may not be significant. 
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Figure 1. Design based on frequency-domain sequence
2.2. Time Domain Design
When the PSC sequences are designed in the time-domain, the following properties may be imposed to reduce the complexity of the timing acquisition:

1. Multiplication (real and/or complex) should be avoided as much as possible. This can be done if the sequences are binary (BPSK) or QPSK in the time domain. 
2. Hierarchical structure in the PSC sequence offers another level of complexity reduction for the convolution. This structure is also used in WCDMA [8, 9].
Figure 2 depicts the P-SCH design based on time-domain sequence. The sequence s(.) is designed in the time-domain. Instead of using IDFT, the sequence is modulated with a waveform and sampled at the desired sampling rate that matches the sampling rate of the remaining OFDMA signals (in this case 1.92 MHz). The waveform is chosen such that the resulting P-SCH signal meets the LTE spectrum mask. This is possible as long as the sequence length L is chosen such that L/128 is less than the desired spectrum occupancy. That is, L is less than or equal to the number of useful sub-carriers. It is expected that L should be approximately same whether the design is based on time-domain or frequency-domain sequence. An example of the modulating waveform is the square-root raised cosine waveform with a certain roll-off factor. The roll-off factor can be adjusted to satisfy the prescribed LTE spectrum mask .
Since the modulating waveform such as SRRC extends over multiple samples, a windowing operation needs to be applied to limit the resulting P-SCH duration to one OFDM symbol. This windowing operation is essentially identical to that used in OFDMA. Hence, the same windowing function can be applied to meet the LTE spectrum mask.
At the UE, the received signal is matched-filtered with the modulating waveform and sampled at rate Fs. Note that Fs is not the same as the OFDMA sampling rate. It is chosen according to the sequence length L: the sampling rate is such that there are L samples per OFDM symbol. To obtain better sampling resolution, Fs can also be chosen such that there are NL samples (N>1) per OFDM symbol. After sampling, the resulting signal is correlated with all the candidates of time-domain sequence (PSC) to detect the timing and PSC “index” (choice).
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Figure 2. Design based on time-domain sequence

When the sequence is designed in the time-domain, it is desirable to further simplify the correlation/convolution operation by imposing a hierarchical structure to the sequence such as those in WCDMA [8, 9]. An example of a 2-level hierarchical structure is given in Figure 3. The length-L sequence is composed of the outer (Kronecker) product of two shorter sequences (x and y) with length L1 and L2: 
[image: image3.wmf]x

y

s

Ä

=

. Here, x and y may have the same or different modulation schemes (e.g. x is BPSK and y is QPSK). With this structure, one convolution with the length-L sequence {s*(L-n)} is replaced by 2 convolutions with length-L1 and L2 sequences {x*(L1-n)} and {y*(L2-n)}. Note that (L1-1) zeros need to be inserted between samples before the second convolution which corresponds to upsampling by a factor of L1. This results in lower complexity. In general, an M-level hierarchical structure can be defined (M>2) where 
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. An example designed for the non-repetitive structure is given in Table 1 for L=72 with L1=8 and L2=9. Rotated QPSK is used for both x and y to minimize the number of multiplications. The sequences are chosen to possess good time-domain correlation properties.
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Figure 3. Hierarchical structure of time-domain sequence
Table 1. An example of time-domain sequence: 
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	k
	y(k)(n)
	x(k)(n)

	1
	(  1  -j  -j  1  j  1  -j  1  )
	(  j  j  1 1  j   j  -j   j  -j  )   

	2
	(  1  -j  1  -j  -j   j   j  -j  )
	(  j  1 1  j  1  j  -1 -1  1 )

	3
	(  1  -j  1  -j   j   j  -j  -j  )
	( 1  j  j  1  j  1  -j  -j   j  )

	4
	(  1  1  j   j  -j   j  1  j  )   
	( -j  -j  1  -j  -j   j  -1  1 -j  )

	5
	(  1  j   j  1 -1  j  -1  1  )
	( -j  1  -j  1  -j  j  j  -j  -j  )

	6
	(  1  j   j  1  1  -1  1  -1  )
	( 1  -j  1  1  1 -1  -1  -j  j  )

	7
	(  1  -j  1  -j  1  1  -1  -1  )
	( 1  1   j   j  1  1  -1  1 -1 )

	8
	(  1  -j  -j  1  -1  -j  -1  1  )
	( 1  j   1   j   j  -j  -1  j   j )


3. Comparison
In this section, we compare the time-domain and frequency-domain designs in terms of performance and complexity. The 8 time-domain sequences given in Table 1 are used to represent the time-domain approach. Two types of sequences are simulated for the frequency-domain approach: Zadoff-Chu (which is a type of CAZAC sequence) and random BPSK.  
3.1. Performance

The simulation assumptions and methodology follow those in [3] and hence are not repeated here for brevity. The comparison is done in terms of the cell ID detection error rate as well as the average total cell search time (stage 1 and 2). The results are depicted in Figure 4 below. Notice that the frequency-domain approaches outperform the time-domain approach which can be attributed to the flatness of  the frequency response of P-SCH in frequency domain. Such flatness results in better channel estimates for demodulating the S-SCH. For the time-domain approach, flatness in frequency response cannot typically be achieved especially when the hierarchical sequence structure is imposed. However, as evident from the average cell search time, the difference in performance is immaterial. Note that further improvement is still possible with further sequence optimization.
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Figure 4. Comparison of FD BPSK, FD Z-C, and TD QPSK-QPSK in Table 1 for non-repetitive P-SCH structure
3.2. Complexity
It is obvious that frequency-domain PSC sequences generally result in time-domain complex-valued P-SCH signals. Hence, the correlation operation typically involves complex multiplications. With time-domain PSC sequences, however, complex multiplication can be avoided as indicated in Section 2.2. For the frequency-domain PSC, the correlation between the received signal and one P-SCH replica requires N complex multiplications and (N-1) complex additions (see Fig. 1). The time-domain PSC approach, on the other hand, requires only 2×(L-1) real additions. Further complexity reduction can be obtained via the 2-level hierarchical structure where only 2×(L1+L2-2) real additions are needed (L=L1×L2). 
For the time-domain PSC approach, matched filtering and decimation are needed in addition to replica correlations (see Figure 2). They can be efficiently implemented as a 2nd or 3rd order interpolation filter . With a 2nd order interpolation, 4 real multiplications and 8 complex additions are needed per operation.
Using the above observations, we compare the computational complexity involved in performing only the timing acquisition. With N=128, L=72, L1=8, L2=9, and 1.92-MHz sampling frequency, the following computational complexity figures can be obtained (1 CM= 4 RM + 2 RA, 1 CA = 2 RA):
Table 2. Number of real multiplications and additions per sample
	
	PSC correlation 
(1 code/8 codes)
	2nd order interpolation
	Total
(1 code/8 codes)

	
	RA
	RM
	RA
	RM
	RA
	RM

	FD
	510/4080
	512/4096
	-
	-
	510/4080
	512/4096

	TD R-QPSK
	142/1136
	-
	16
	4
	158/1152
	4/4

	TD R-QPSK+hierarchical
	30/240
	-
	16
	4
	46/256
	4/4


In terms of gate counts, typically 1 RM requires approximately 8x number of gates compared to 1 RA. Assuming the use of 8 PSCs, the time-domain PSC approach results in approximately 130x reduction in computational complexity compared to the frequency-domain PSC approach. Although the overall complexity of timing detection involves some other components that are common to both approaches (e.g. memory), it suffices to say that the time-domain approach offers significant potential saving in complexity. Note that further complexity reduction for the frequency-domain PSC approach is possible by employing sub-optimal timing detection algorithms (e.g., using sign correlation instead of full replica correlation which completely avoids complex multiplications). The impact of using sub-optimal detection algorithms on the performance of the frequency-domain PSC approach may be a subject of further study.
4. Conclusions
In this contribution, the design of primary synchronization sequence (PSC) has been investigated. Both frequency- and time-domain approaches were discussed and compared in terms of performance and complexity. The comparison is summarized in Table 3 below. Note that further optimization of time-domain PSC approach is possible in terms of performance.

Table 3. Summary of comparison between frequency-domain and time-domain approaches
	
	Frequency-domain PSC
	Time-domain PSC

	Performance
	Better cell ID detection error, marginally better cell search time
	(Small) degradation due to frequency response

	Complexity
	Generally requires complex multiplications
	Avoid complex multiplication & exploit hierarchical structure 

	Spectrum
	Both have no problem in meeting a given spectrum mask


As indicated in Section 1, it is always possible to derive a frequency-domain sequence from a time-domain sequence by applying DFT (and vice versa). Hence, conceptually there is no difference whether the sequence is defined in the time or frequency domain. In this contribution, however, the difference is made with respect to the starting point of the sequence design (whether it is in the time- or frequency-domain). Evidently, the P-SCH generation of the two approaches differ (see Figures 1 and 2). Furthermore, a certain set of properties is more accessible when the sequence is designed in one domain.
Since designing PSC in the time-domain can potentially offer significant complexity reduction compared to the frequency-domain counterpart, the time-domain approach should also be studied and considered for the E-UTRA to achieve competitive cell search performance and at the same time minimize the resulting UE complexity.
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