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1 Introduction

In MU-MIMO downlink systems with M transmit antennas and K ≥ M users, the full multiplexing gain M can be achieved even when each mobile has only a single antenna, by using linear SDMA (space-division multiple access) schemes, i.e. transmit beamforming [1]. Moreover, in a large user regime, K ( M, the sum-capacity grows like M log log K due to multiuser diversity.

In order to get these benefits, however, the Node B must obtain sufficiently accurate channel state information (CSI) for each terminal, which generally requires feedback from each UE, especially for FDD systems. In point-to-point MIMO transmission, i.e. SU-MIMO, the transmitter can use such feedback to steer the transmitted energy more accurately towards the receiver’s antenna(s), and it has been shown that even a small number of feedback bits per antenna can be very beneficial [2]-[4]. More precisely, in SU-MIMO channels, the accuracy of CSI available at the transmitter only affects the SNR-offset but not the slope of the capacity versus SNR curve, i.e. the multiplexing gain. Yet, the level of CSI available at the transmitter does affect the multiplexing gain in MU-MIMO downlink, because a MU-MIMO system with finite-rate feedback is essentially an interference-limited system. Hence, providing accurate channel feedback is considerably more important for MU-MIMO than for SU-MIMO.

One of the popular schemes to address the impracticality of perfect CSI at the Node B is that of utilising a codebook of N=2B M-dimensional vectors and providing the transmitter with a B-bit index and a real-valued channel quality indicator (CQI) via a feedback channel from each UE [5]-[9]. In this paper we compare two different codebook concepts:

1) The codebook contains a set of L=N/M pre-determined unitary beamforming matrices of size MxM. Each UE tries each beamforming matrix in the codebook and computes an SINR for each of its M beamforming vectors, assuming that the other M-1 vectors are used for transmission to interfering users. Overall, the UE computes N SINR’s and signals back to the Node B the index of the best SINR and the value of it. The Node B then utilises this information to select the beamforming matrix and schedule the users for transmission which provide, e.g. the highest sum-rate. This approach appeared, e.g. in [3], applied to SU-MIMO transmission. We refer to this concept as PU2RC from [10] where it is proposed for MU-MIMO as well.

2) Here the codebook contains N unit-norm quantisation vectors and is used by each UE to quantise its M-dimensional vector of channel measurements. Before quantisation, the channel vector is normalised by its amplitude, such that the quantisation index captures information regarding only the spatial direction of the channel vector. The UE then feeds back this quantisation index along with a real-valued lower-bound estimate of its SINR, which depends on the amplitude of the channel and the directional quantisation error. We note that in this case the UE does not know the beamforming vectors in advance, hence it cannot report an accurate value for the SINR. The Node B utilises this feedback information collected from all the UE’s to select the users for transmission and design the beamforming matrix such that, e.g. the sum-rate is maximised. We refer to this concept as CVQ (channel vector quantisation)

As design technique for the beamforming scheme we consider zero-forcing (ZF) linear beamforming with either equal power (EP) allocation across the active users (briefly, ZFEP). We have also considered ZF with water-filling (WF) power allocation (briefly, ZFWF). If perfect CSI is available to the transmitter, ZFWF significantly outperforms ZFEP, however, with imperfect CSI the difference in performance between the two power allocation strategies is reduced and ZFEP becomes competitive especially for low-rate feedback. We have also considered other beamforming techniques with higher complexity, such as the algorithm in [11] which iteratively finds (in most cases) the optimal linear MMSE beamformer. However, as was shown in [1], the difference in performance between this nearly optimal solution and lower-complexity techniques such as ZFWF is negligible when the beamforming tecniques are combined with some good user-selection strategy.

In this contribution ZFEP is combined with a simple greedy user selection mechanism whereby users are added successively (up to M) only if they are beneficial to the system in terms of increased throughput.

2 Channel vector quantisation and beamforming design

Let us consider a MU-MIMO downlink channel with M antennas at the Node B and K single antenna users. Extension of the scheme presented in this work to users with multiple receiving antennas is also possible but will not be considered in this contribution. A time sample of this channel on a given sub-carrier is characterised by


[image: image1.wmf]n

Hx

y

+

=

,

where 
[image: image2.wmf]x

is the signal vector transmitted in parallel by the M transmit antennas, 
[image: image3.wmf]T

K

y

y

)

,

,

(

1

K

=

y

is the vector of signals individually received by the K users and 
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 is an i.i.d. proper Gaussian noise vector. The matrix 
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contains the channel coefficients from the M antennas to the K users, where the row vector 
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is the channel of user k. The input power is constrained such that
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where P represents the total downlink transmitted power (energy per channel use). In this work we assume that the feedback channel is zero-delay and error-free. Let 
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 be the unit norm channel vector of user k, normalised by its norm. We note that 
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contains the measurements of the channel made by the user k, by using, e.g. some common reference pilots. For the purpose of this work we assume that the channel estimates at the terminals are perfect.

In a linear precoding scheme, the transmit signal 
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contains the user code symbols. The symbols 
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are independently generated by the channel encoders for users k=1,…,K. Assuming, without loss of generality, that 
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2.1 Channel vector quantisation

Each UE selects a quantisation vector, 
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, from a codebook of unit-norm row vectors of size N=2B 
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according to the minimum Euclidean distance criterion, such that
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The codebook C is designed off-line, is the same for all the users and is known to both the transmitter and the UE’s. Each terminal feeds back the index n to the transmitter, which requires B bits per mobile.

2.2 Zero forcing beamforming

We assume for the moment that the Node B has selected a set 
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 of users for transmission and we denote with 
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the concatenated quantised channel vectors of the selected users. Then, the ZF transmit matrix is given by
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where 
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is the vector of power normalisation coefficients that impose the power constraint on the transmitted signal. For equal power allocation we have
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Let us define the angle 
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 It is not difficult to derive the following approximate lower-bound on the expected value of the SINR where the expectation is w.r.t. the interference term [12] (see the Annex)
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Remark 1: for a successful detection each UE needs to know the correct phase of the received signal, and the correct amplitude in case of multi-level modulation. The amplitude could be signalled explicitly or derived, for example, from knowledge of the total power P and the number of active users. The phase reference needs to be acquired, e.g. by a precoded pilot symbol, or by explicit signalling of the used precoding vectors on a separate non-precoded control channel. We note that, for comparison, in a scheme like PU2RC, the UE still has to know the power P in case of multi-level modulation, whereas there is no need for a precoded phase reference if the UE performs blind detection of all possible precoding vectors from the known set. However, in practice a precoded phase reference is also beneficial for PU2RC as it avoids blind detection of the actually-used precoding vectors.

2.3 CQI report

We note that the computation of the ZFEP beamforming matrix requires only feedback of the quantisation index from the UE’s, i.e. information about the spatial direction of the channel vectors. However, the process of selecting the users for transmission to maximise the sum-rate does require some additional information about the amplitude of the channel and the amplitude of the quantisation error. This CQI feedback is crucial to achieve the full multiplexing and multiuser diversity gain of 
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The basic idea behind the selection strategy we have considered here, as will be explained in more detail in the next section, is that of adding one user at a time to the set S only if this is beneficial for the achievable sum-rate. Therefore, this strategy requires that the transmitter can estimate the SINR's (1), from which it can derive the achievable user rates, under the assumption of Gaussian codes and minimum distance decoding, as
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We propose that each UE reports the following CQI value


[image: image37.wmf]k

k

k

k

k

M

P

M

P

q

q

2

2

2

2

sin

1

cos

CQI

h

h

+

=

,

and the Node B then uses the lower-bound expression (3) to estimate the received SINR of user k, which is given by
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2.4 User selection mechanism

We consider the following simple greedy user selection scheme. Denote with R(S) the achievable sum-rate when the set of users S is selected for transmission and the beamformer is ZFEQ.

Initialise S = Ø and R(S) = 0

While S ≤ M

1)

find
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else
exit

2.5 Codebook design

The optimal vector quantiser for the MU-MIMO beamforming design is not known in general. The optimality of this codebook depends on the user selection procedure, on the beamforming technique, and, most importantly on the channel statistics. We have considered three different codebook structures

1) Random vector quantisation (RVQ) codebook: the N=2B quantisation vectors are i.i.d. and randomly selected from an isotropic distribution on the M-dimensional complex unit sphere.

2) Grassmannian codebook, G(M,1,N): the N quantisation vectors are selected such that the minimum distance between any pair of vectors is maximum, with the square distance between two unit vectors u and v defined as
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where the angle between two vectors 
[image: image43.wmf]q

was defined earlier in (2). In particular the codebooks used in this contribution were found by random searches as no general construction is known for arbitrary parameters M and N.

3) Fourier codebook, DFT(N,M): the N quantisation vectors are obtained by truncating the top M rows of the DFT matrix of size N.

Remark 2: notice that, because we assume that all the UE’s use the same quantisation codebook, there is a non-negligible probability that multiple users return the same quantisation vector, especially for very few quantisation levels (small B). This provides a constraint, as the concatenated channel matrix reconstructed by the Node B may be singular. However, this problem is solved by the user selection stage, which avoids selecting two users for transmission having reported the same quantisation vector.

3 Numerical results

We have compared the channel vector quantisation (CVQ) technique and PU2RC in terms of average throughput and average number of active users per sub-carrier use, where average is w.r.t. the ensemble of independently generated channel matrices H. We have considered two different channel models

1. Independent Rayleigh fading. The elements of H are i.i.d. proper Gaussian random variables ~CN(0,1). This model generates completely uncorrelated channels in space for each user.

2. 3GPP spatial channel model (SCM) [13]. We report results for two opposite scenarios

i. Sub-urban macro, with a single path propagation (briefly, SCM-SM1Path). This models a very spatially-correlated channel for each user, with nearly line-of-sight propagation.

ii. Urban micro, with 10-path propagation (briefly, SCM-Um10Path). This simulates a rich scattering environment with low spatial correlation.

We consider the case of M=4 transmit antennas and K=20 single-antenna users. We assume that CSI from the UE’s is sent to the Node B on zero-delay, error-free feedback channels and that each UE has perfect knowledge of its channel and no knowledge of the others’. Moreover, we assume that a codebook of N M-dimensional vectors is known to both the Node B and the UE’s, and that each UE feeds back a log(N) bit index and an analog (i.e. unquantised) real CQI value.

As a baseline reference to evaluate the spatial multiplexing gain of the MU-MIMO techniques, we consider a TDMA-type of system where for each channel instance the transmitter selects the user with the best achievable rate. In this baseline system each UE performs channel vector quantisation and reports the quantisation index and the following CQI
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The beamforming vector, 
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is achievable. The multiplexing gain - defined as the limit of the ratio R/log2(SNR) for high SNR – of this baseline system is one, independently of the level of CSI available at the transmitter. The accuracy of the quantisation in this TDMA system only affects the SNR offset w.r.t. the perfect CSI curve.

For comparison, we have also plotted the dirty paper coding (DPC) sum-rate capacity curve and the achievable throughput for ZF beamforming with water-filling power allocation across users  (briefly, ZFWF), with greedy user selection and perfect CSI available at the transmitter.

The first case (Fig. 1) is the Rayleigh fading channel model, i.e. spatially uncorrelated channels, with B=4,8 and 12 quantisation bits. For the CVQ technique and the baseline TDMA, we have used Grassmannian codebooks G(4,1,16) and G(4,1,256) for B=4 and 8 bits respectively, while RVQ is used for B=12 bits. We have tried RVQ also for fewer quantisation bits and performance is, within a fraction of dB, close to the Grassmannian codebooks. We recall that the Grassmannian codebooks have been generated by random search amongst vectors isotropically distributed in the M-dimensional complex unit sphere. We can see that PU2RC performance loses out to TDMA and CVQ for all SNR and quantisation levels. For 8-bit quantisation and upwards, the CVQ technique, with either Grassmann codebooks or RVQ, provides the best performance in the whole SNR range. One clear issue with a PU2RC-type of scheme is that the multiplexing gain is bounded above by one in the limit of large codebooks. This is because, if p=1/L=M/2B is the probability that a user selects a given beamforming matrix in the codebook, the probability of l out of K users selecting the same matrix is a binomial random variable with parameters (p, K), 
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. Hence the average number of users selecting the same beamforming matrix decreases esponentially with the number of quantisation bits B. Eventually, for large B, if K is kept constant, only a single user will ever be allocated. This can be clearly seen in Fig. 2 where the average number of active users is plotted versus SNR. On the other hand user allocation for CVQ gradually increases with the SNR and with B up to a maximum of 4.

In Fig. 3 and 5 the SCM channel model is evaluated with the “sub-urban macro” scenario and one propagation path (SCM-SMPath1 for short), and the “urban micro” scenario, ten paths (SCM-UmPath10 for short), respectively. The SCM-SMPath1 channel models a nearly line-of-sight propagation condition with local scattering at the receivers and very high spatial correlation. The SCM-UmPath10 models a rich scattering urban scenario. Because of the spatial correlation, i.e. “directional” properties in the angular domain, of these two channels, Grassmannian and random codebook are not well suited. In fact, these codebooks are designed specifically for uncorrelated channel vectors whose direction is isotropically distributed in the M-dimensional unit sphere. The correlation properties of the SCM channel are better captured by a Fourier codebook. Such a codebook structure is used for the CVQ scheme and TDMA in Figs. 3-6. We note that vector quantisation using such codebook can be done very efficiently by DFT-transform. Moreover, the entire codebook need not be stored in memory as the vector quantisation operation boils down to a simple Fourier transform. In Fig. 4 and 6 the average number of allocated users is shown for the SCM-SMPath1 and SCM-UmPath10 channel models, respectively.
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Fig. 2
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Fig. 6
3 Conclusions

In this contribution we have compared two different concepts of codebook-based beamforming for the MU-MIMO downlink: in one approach (PU2RC) the codebook contains a set of fixed beamforming matrices and the UE’s report the index of the preferred beamforming vector in the codebook and the corresponding received SINR. In the approach we propose, channel vector quantisation (CVQ), the codebook is used for vector quantisation of the normalised channel vectors measured by the UE’s. In this case each UE reports the quantisation index of the channel and a measure of the SINR. In this approach the Node B utilises the UE feedback to select the users for transmission and compute a zero-forcing beamformer with equal power distribution (ZFEP).

Extensive simulations show that the channel-vector-quantisation approach provides significantly better performance in terms of system throughput in either spatially uncorrelated or correlated channels. In practical propagation conditions emulated by the SCM model, a good choice for the quantisation codebook is the Fourier codebook, which makes the vector-quantisation operation very simple at the UE’s and does not require memory storage for the codebook entries.

Since in the CVQ scheme the beamforming matrix used for transmission is unknown to the UE’s, provision needs to be made for the UE to deduce the phase reference; this could be by means of precoded pilot symbols or explicit control signalling.

In summary, for MU-MIMO we propose:

· Channel state feedback from the UE based on vector quantisation of the channel matrix 

· A Fourier (DFT) codebook

· Pre-coded pilot symbols to provide a phase reference for the UE
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Annex: approximate lower-bound on the expected user SINR – Eq. 3
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(1) can be rewritten as
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Let us focus on the term at the numerator. Say 
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Moreover, if 
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 is small enough, i.e. the users selected for transmissions have nearly orthogonal reported channels, the k-th error vector is orthogonal to the k-th beamforming vector such that we can approximate
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We now focus on the sum at the denominator of (A1). The unit vectors 
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 is Beta-distributed with parameters (1,M-1), and mean value 1/(M-1). By taking the expectation of (A1) w.r.t. the interference term and noticing that the SINR function is monotonic with this term, Jensen's inequality yields the following lower-bound
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(A2)

As the cardinality of S is unknown to the terminals, the only way for the transmitter to compute (A2) is by having the terminals report the square amplitude of the channel, 
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, and the square amplitude of the quantisation error, 
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) separately. This implies that each terminal has to send two CQI values, thus if the CQI are to be quantised with a finite number of bits, the precision of the reported CQI's is necessarily reduced compared to the single CQI case.

One way of reducing the CQI report to one value is by further lower-bounding (A2), by noticing that (i-1)/i ≤ (M-1)/M $(i-1) for all i≤M. Therefore, from (A2) we get the final approximate lower bound (3)
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� � EMBED Equation.3  ��� only if � EMBED Equation.3  ���is orthogonal to � EMBED Equation.3  ��� for all � EMBED Equation.3  ���.
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