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1. Introduction

Currently, proposed usage of synchronous random access includes sending uplink scheduling requests and maintaining synchronization.  This contribution examines the supportable data rate for synchronized random access at the cell edge and discusses the issue of sending UL scheduling requests using a contention based channel.  
2. Design of Synchronized Random Access
In [1], a TDM design for synchronized random access is presented.  A revised design is shown in Figure 1 based on 1ms TTI and resource block size of 12 sub-carriers.     In this design, a time-frequency region is reserved for synchronized random access that spans 1.0 ms in time and bandwidth of BWRA.  Furthermore, this time-frequency region is reserved periodically with a period TRA-REP.  Note that multiple time-frequency regions can be defined as needed within one TTI as needed.  The reserved time-frequency region is further sub-divided into small access slots.  Each slot spans the entire sub-frame and has a bandwidth of BWS.  With BWS of 180 kHz (12 sub-carrier), an access slot is functionally equivalent to the minimal transport block size of two resource blocks. Note that the slot structure shown is logical and both localized and distributed allocations are supported.   Naturally, BWRA, TRA-REP and BWS are semi-static system parameters that can be changed as needed.
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Figure 1.  Synchronized Random Access Design.
3. Coverage and Data Rate
To determine the supportable data rate of synchronized random access channel at the cell edge, received SNR distributions are shown in Figure 2 for the three simulation cases used for typical system analysis.  From the figure, it is seen that the limiting SNR is from Case 3 (1732m ISD, 20 dB penetration loss).  As a result, its cell edge (5%-tile) SNR of -17 dB will be used to determine the minimum supportable data rate for synchronized random access.   
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Figure 2.  Received SNR distribution with full power transmission (BW= 10 MHz).
Table 1 lists the cell edge data rates for two IoT values (0 and 3 dB) where IoT is defined as the ratio between interference and noise to only noise.  The 3dB IoT assumption is reasonable assuming the use of slow power control (please refer to [3] for details).   Note that channel estimation impairment is also included in the calculation using the method provided in [2].
Table 1.  Supportable data rate at 5%-ile with full power transmission.

	
	Case 3
	Case 3

	5%-ile SNR
(BW = 10 MHz)
	-17 dB
	-17 dB

	IoT
	0 dB
	3 dB

	BWS =180 kHz

power boosting
	50 (17 dB)
	50 (17 dB)

	C/I
	0 dB
	-3 dB

	C/I with non-ideal channel estimation
	-2 dB
	-6 dB

	Spectral Efficiency (b/s/Hz)
	0.52
	0.22

	Supportable data rate

(TU channel model)
	75 kbps
	32 kbps


From the table, it can is seen that a data rate of approximately 32 kbps can be supported at the cell edge under TU propagation channel at realistic interference level.  For 1 ms TTI, a scheduling request message of size 32 bits can then be supported.  
4. Scheduling Request

Figure 3 illustrates a possible procedure for scheduling request via random access.  Although the content of the scheduling request message has not been finalized, the following fields have been proposed – UE ID, Cause/Priority, Buffer Status, and Channel Estimate [4].    In addition, a CRC is required for error checking capability.    As a reply to the scheduling request message, the response message should have fixed timing relationship with access message, and may include: ACK/NAK (to resolve collision), timing advance information (if needed), and uplink resource allocation.
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Figure 3.  Synchronized Random Access Procedure.
One drawback for using random access to transmit the scheduling request is that the associated latency is not known due to possible collision and power control issues.  To alleviate the collision probability, sufficient number of random access opportunities must be provided, which reduces the efficiency of system.  One alternative is to multiplex scheduling request message with its data sent over UL-SCH as additional overhead.  Multiplexing of UL Scheduling requests with data can substantially reduce load on random access channel, but random access is still needed.  Because of unpredictable delays, and high dependence on load conditions, in the case of delay sensitive applications, sending UL scheduling requests through random access seems not a good choice.   Several alternate solutions include -
· Signaling over existing UL overhead channels
UE can, for example, use CQI channel to signal to Node B that it has a data to send. The signal can be just one bit indicator, or a special code. An ON-OFF type of traffic, like VoIP, can be a good candidate for this option. In this case, the signal sent over CQI can be used to indicate the beginning of an ON period. 

· Send scheduling request message on scheduled channel 
Node B can assign to a UE small UL channel allocation where UE can make a scheduling request, therefore eliminating the need for UE to use the random access. Small UL channel allocations, can be done periodically, or in some other fashion, depending on the negotiated QoS parameters. 
However, random access may still be used for delay tolerant traffic and the best effort data. This is especially true for the best effort class which has no associated QoS requirements, and is expected to use remaining radio resources after all other higher QoS classes have been served.  However, it should be further analyzed whether the random access channel can efficiently support transmission of scheduling requests compared to alternate solutions (e.g. scheduled transmission or multiplexing with CQI).
5. Discussion
In this contribution, additional analysis for the synchronized random access channel is provided in addition to those presented in [1,5].  Several observations may be drawn regarding synchronized random access channel and its use – 

· Synchronized random access can support a cell edge data rate of approximately 32 kbps using Case-3 simulation parameters.  Note that the achievable cell edge data rate may be significantly higher in realistic scenarios.
· Scheduling requests should not be sent on a contention-based channel for delay-sensitive traffic, but should be sent on a scheduled channel or multiplexed with other uplink transmission (e.g. CQI) [5]. 

· Synchronized random access may be used to transmit scheduling requests for best-effort or delay insensitive traffic.  However, its efficiency should be evaluated with respect to alternative methods. 
· Synchronized random access may be used to maintain uplink synchronization.  Alternately, UE may use non-synchronization random access for this purpose since it is expected that UE will not have to perform this function frequently (once every few seconds at the most) [1].
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