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1. Introduction
It has been shown that E-UTRA can achieve the targeted 3-4x increase in downlink spectral efficiency by the use of multi-input, multi-output (MIMO) techniques. Specifically, the use of rank and link adaptation, in combination with MIMO precoding, helps to achieve the spectral efficiency target. However, while devising MIMO techniques to increase the downlink throughput, it is also necessary to maintain a low feedback overhead on the uplink. In this document, we study the impact of CQI quantization on the system level throughput. It is found that a total of 8-bit CQI can be used for 2x2 PARC and 4x4  PGRC without significant throughput penalty. This can be achieved without introducing additional scheme at the Node B.
Section 2 lists the various uplink feedback quantities necessary to support MIMO deployment. Section 3 presents two methods to quantize CQI. Sections 4 and 5 present system level simulation results for 2- and 4-antenna deployments respectively.
2. Summary of Uplink Feedback Requirements
In the downlink, the node-B scheduler determines the UE(s) to be scheduled for each RB, and the precoding matrix. At the end of this process, the node-B has a list of available resource blocks (RBs) and the corresponding UE. The node-B then forms codewords by assembling different actual RBs on which the same UE is scheduled. To determine the modulation and coding scheme (MCS) of the codeword, the node-B uses the channel quality indicators (CQI) reported by the UE. Clearly, to ensure that the system throughput is maximized, the CQI fed back to the node-B should accurately reflected the signal-to-interference ratio (SINR) of each actual RB.

This contribution studies the impact of CQI quantization on system level performance for both 2 X 2 and 4 X 4 MIMO configurations. Each UE feeds back the following quantities for each RB:

· The preferred transmission rank. This is either 1 or 2 for 2 x 2 deployments and can be any of {1, 2, 3, 4} for 4 x 4 deployments.
· Antenna / Group selection. The simplest form of precoding, consisting only of antenna / group selection was implemented. More generally, this would extend to a precoder index from a codebook of linear matrix precoders.

· For 2 x 2 transmission, this feedback is applicable only for rank-1 transmission. The preferred antenna index is fed back.

· For 4 x 4 transmission, per-group rate control (PGRC) is assumed. As described in [3, 4], this method restricts the number of codewords to two, by grouping up to 2 antennas for rank 3 and 4 transmission. For rank-1 and rank-2 transmission, the selected antenna indices are fed back.
· CQI for each codeword: As mentioned above, the number of codewords transmitted is one for rank-1 transmission, and two for all other ranks. Correspondingly, either 1 or 2 CQIs respectively are fed back for each RB.

Tables 1 and 2 summarize the feedback quantities per RB for 2 x 2 and 4 x 4 deployments respectively. It should be noted that these quantities may not be fed back explicitly for every RB. One way to reduce overhead is to feed back these quantities for only the best M RBs [9]. Another method is to use techniques like the DCT [5] to exploit the smoothness of their variation across RBs.
	 Feedback Quantity
	Number of Bits
	Remark

	Preferred Rank
	1 bit
	Pick rank 1 or 2

	Antenna / Group Selection
	Rank-1
	1 bit
	Pick antenna 1 or 2

	
	Rank-2
	-
	

	CQI 
	Rank-1
	Studied here, 4 bits sufficient
	1 CQI to be fed back

	
	Rank-2
	Studied here, 8 bits sufficient
	2 CQIs to be fed back


Table-1: Summary of feedback quantities per RB for 2 x 2 MIMO
	 Feedback Quantity
	Number of Bits
	Remark

	Preferred Rank
	2 bits
	Pick rank from 1-4

	Antenna Selection
	Rank-1
	2 bits
	Pick antenna 1-4

	
	Rank-2
	3 bits
	Pick 2 antennas from 4

	
	Rank-3
	2 bits
	Pick 3 antennas from 4. After picking, 2nd and 3rd antennas grouped together

	
	Rank-4
	2 bits
	Indicate grouping of antennas

	CQI 
	Rank-1
	Studied here, 4 bits sufficient
	1 CQI to be fed back

	
	Ranks 2, 3 and 4
	Studied here, 8 bits sufficient
	2 CQIs to be fed back


Table-2: Summary of feedback quantities per RB for 4 x 4 MIMO

3. CQI Quantization Techniques
In this section, we describe the CQI quantization techniques studied in this document. 
3.1. CQI Quantization For Rank-1
We start with the straightforward case of rank-1 transmission, where only one CQI needs to be quantized. The CQI is quantized in dB scale using a uniform quantizer over the range [SNRmin, SNRmax]. Here SNRmin is slightly less than the SNR at which the AWGN curve of the lowest supported MCS crosses 10% FER, and SNRmax​ is slightly greater than the SNR at which the AWGN curve of the highest supported MCS crosses 10% FER. Using 3GPP turbo codes and (QPSK, rate ¼) and (64-QAM rate ¾) as the lowest and highest MCS, the limits are found to be -3.8 and 16.8 dB respectively. We will study the impact of different precisions on the system throughput.

Before proceeding, we remark that quantization can be done by either flooring or rounding the actual CQI to the allowed quantization levels. Both options were studied. Even though rounding occasionally overestimates the CQI, it gives slightly higher throughput than flooring. This is because the scheduled MCS for each codeword is determined by the (exponential) average of the reported CQIs on multiple RBs. With flooring, all the individual CQIs are under-reported, leading to a pessimistic estimate of the supportable MCS. However, with rounding, the errors on different RBs average out, giving less pessimistic scheduling.
3.2. Joint Quantization of Two CQIs
For ranks 2, 3 and 4, the UE needs to feed back two CQIs per RB. One way to do this is to quantize each CQI independently as described in Section 3.1. Another method is to use a joint quantizer, implemented as follows. Given the two CQIs S1 and S2, they are sorted to get S1′ ≥ S2′. First, S1′ is linearly quantized over the range [SNRmin, SNRmax]. Then, the difference Δ = S1′ − S2′ is quantized in the narrower range [0, (S1′ − SNRmin)]. (Equivalently, this can be viewed as quantizing S2′ over the range [SNRmin, S1′]. 

The sorting order (which of S1 and S2 is maximum) and the quantized versions of S1′ and Δ are fed back. Since the range of Δ is narrower, it requires less precision than the first quantizer. Denoting by b1 and b2 the precisions of S1′ and Δ, the total feedback for the joint quantizer is (b1 + b2 + 1). In contrast, the precision of the independent quantizer is 2b1. If (b2 + 1) < b1, the joint quantizer is more efficient than the independent quantizer. One advantage of using a joint quantizer is that it allows the use of odd precision in a natural way. Thus, 9 bits can be used instead of 10 if they are found to be sufficient. Another advantage is that the ordering bit can be reused to indicate the index of the first detected stream for successive interference cancellation (SIC) decoders, which could be used for dynamically switching between single-user and multi-user MIMO. (This assumes ordered detection, where the highest CQI layer is detected first)

The quantizer options evaluated in this contribution are listed in Table 2. Note that in all the joint quantizers, the rank-1 quantizer uses the same precision as the first stage of the rank-2 quantizer. 
	Quantizer Type
	Precision- S1′
	Precision- Δ
	Total Number of Bits

	Independent
	5
	-
	10

	Joint
	5
	3
	9

	Joint
	4
	3
	8

	Joint
	4
	2
	7

	Independent
	3
	3
	6


TABLE-2: Quantizer Options Evaluated In This Contribution
4. Simulation Results
In this section, we present system level simulation results to quantify the throughput degradation as the quantizer precision is reduced. Simulation results are presented for the urban-macro and urban-micro scenarios of the spatial channel model [6]. CQI feedback is assumed to be error-free. Other important simulation parameters are listed in Table A-1 in the appendix. 

4.1. Simulation Results For 2 x 2 PARC
For 2 x 2 PARC, the average cell throughput is shown in Table 3 for the various quantization listed above. 

	Simulation Environment
	BAND-WIDTH (MHZ) 
	MIMO DECODER
	AVERAGE SECTOR THRUPUT (Mbps)

	
	
	
	Unquantized
	10-bit (I55)
	9-bit (J53)
	8-bit (J43)
	7-bit (I42)
	6-bit (I33)

	URBAN MACRO


	2.5
	LMMSE
	6.53
	6.42
	6.30
	6.47
	6.40
	5.83

	
	
	SIC
	6.91
	6.69
	6.63
	6.65
	6.56
	5.97

	
	5
	LMMSE
	12.98
	12.70
	12.74
	12.72
	12.69
	11.95

	
	
	SIC
	13.39
	13.19
	12.94
	13.21
	13.14
	12.24

	URBAN MACRO


	2.5
	LMMSE
	7.38
	7.38
	7.24
	7.24
	7.21
	6.48

	
	
	SIC
	7.70
	7.51
	7.45
	7.48
	7.38
	6.55

	
	5
	LMMSE
	15.21
	14.96
	15.10
	14.98
	14.88
	14.08

	
	
	SIC
	15.64
	15.67
	15.27
	15.19
	15.09
	14.06


TABLE-3: Average sector throughput for various quantizer precisions: 2x2 PARC
Figure 1 plots the average throughput degradation (with respect to unquantized CQI feedback) against the number of quantizer bits. As seen from the figure, 6-bit feedback leads to nearly 11% degradation on the average. For 8 bits and beyond, the throughput loss due to quantization hovers around 2%. Specifically, going from 8 to 10 bit quantization gets at most 0.6% throughput increase on the average. Even a 7-bit quantizer has only 1.8% less throughput than a 10-bit quantizer.
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FIGURE-1: Average Throughput Loss For Various Quantizer Precisions For 2 x 2 PARC
4.2. Simulation Results For 4 x 4 PGRC
For 4 x 4 PGRC, the average cell throughput is shown in Table 4 for the various quantization listed in Table 2. 

	Simulation Environment
	BAND-WIDTH (MHZ) 
	MIMO DECODER
	AVERAGE SECTOR THRUPUT (Mbps)

	
	
	
	Unquantized
	10-bit (I55)
	9-bit (J53)
	8-bit (J43)
	7-bit (I42)
	6-bit (I33)

	URBAN MACRO

URBAN MICRO
	2.5
	LMMSE
	10.10
	9.87
	9.75
	10.0
	9.65
	8.57

	
	
	SIC
	10.51
	10.53
	10.16
	10.31
	10.03
	8.51

	
	5
	LMMSE
	19.72
	19.72
	19.33
	19.60
	19.36
	17.47

	
	
	SIC
	20.79
	20.59
	20.03
	20.20
	19.86
	17.44

	URBAN MACRO

URBAN MICRO
	2.5
	LMMSE
	11.62
	11.51
	11.16
	11.29
	11.18
	10.01

	
	
	SIC
	12.10
	11.99
	11.73
	11.83
	11.51
	9.86

	
	5
	LMMSE
	23.40
	23.58
	23.34
	23.69
	23.16
	21.05

	
	
	SIC
	25.01
	24.40
	23.87
	24.12
	23.58
	21.20


TABLE-4: Average sector throughput for various quantizer precisions: 4x4 PGRC
Figure 2 plots the average throughput degradation (with respect to unquantized CQI feedback) against the number of quantizer bits. As seen from the figure, 6-bit feedback leads to nearly 15% degradation on the average. For 8 bits and beyond, the throughput loss due to quantization hovers around 2-3%. Specifically, going from 8 to 10 bit quantization gets at most 0.9% throughput increase on the average. 
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FIGURE-2: Average Throughput Loss For Various Quantizer Precisions For 4 x 4 PGRC
5. Conclusions

In this contribution, the effect of CQI quantization on system-level throughput was studied. Two different quantizers were discussed: a uniform quantizer which quantizes each CQI independently, and a joint quantizer which quantizes the maximum CQI and then, with lower precision, the difference between the two CQIs. Throughput analysis shows that for 2x2 PARC and 4x4 PGRC, a total of 8-bit CQI is sufficient to achieve 97% or more of the unquantized throughput. Increasing feedback precision beyond 8 bits does not yield adequate throughput gains. This can be achieved without introducing additional scheme at the Node B.
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Appendix I

Table A-1 gives the system level simulation assumptions.

	PARAMETER
	VALUES

	Number of sectors per cell
	3 sectors, with either two or four 120-degree antennas per sector

	Number of UEs per cell
	15 UEs are uniformly dropped in each of 9 neighboring sectors. 

	UE Speed
	3 kmph

	Traffic Model
	Full-buffer

	Channel scenario
	1. Urban Macro [3]

2. Urban Micro [3]

	System Bandwidth
	2.5 / 5 MHz

	OFDMA FFT Length
	256 / 512

	 Resource Block Bandwidth
	375 kHz 

	Modulation Schemes
	QPSK, Rate ¼

QPSK, Rate ½

QPSK, Rate ¾

16-QAM, Rate ½

16-QAM, Rate ¾

64-QAM, Rate 5/8

64-QAM, Rate ¾

	TTI duration
	0.5 ms (7 OFDM symbols)

	CQI feedback delay
	2 TTIs

	CQI Feedback Error
	Error-free CQI feedback assumed

	Scheduling Criterion
	Proportional Fair

	HARQ Feedback Delay
	8 TTIs. Error-free ACK/NACK assumed

	Max Number of HARQ Retransmissions
	3

	Scheduling
	Single-user MIMO (one user per chunk). Same MCS used for one codeword across chunks

	Decoder
	LMMSE decoder 


TABLE A-1: System Level Simulation Assumptions
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