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1. Introduction
The agreed upon requirements for the downlink E-UTRA demand 3-4x increase in the user throughput and spectral efficiency relative to the Release 6 systems [1]. To achieve this spectral efficiency, it is necessary to use multiple-input multiple-output (MIMO) techniques. One such technique is per-antenna rate control (PARC) with rank adaptation, where the number of parallel streams to each UE and the data rate on each stream is adapted based on receiver feedback of channel conditions. PARC-based MIMO schemes for OFDMA have been demonstrated to provide significant throughput gains over the baseline receive diversity case. However, one potential drawback of PARC is the high uplink feedback overhead required, particularly for the case of four Node-B antennas. 
To reduce the uplink feedback rate in four transmit-antenna deployments, the use of per-group rate control (PGRC) was proposed in [2]. The basic idea of PGRC is that

1. To exploit spatial diversity, it is sufficient to transmit a maximum of two codewords. Thus, if there are four active antennas, they are divided into groups of two antennas each. One codeword is sent on each group. 

2. The grouping of the antennas, and the modulation and coding scheme, are determined based on UE feedback. Note that grouping can be viewed as a form of precoding, since it only amounts to antenna permutation.

3. Grouping cuts down the feedback and signaling requirements significantly, since at most two channel quality indicator (CQIs) need to be fed back, and at most two streams’ MCS needs to be signaled on the downlink. 
System level simulation results were presented in [5-7], demonstrating that PGRC achieves almost the same average and cell-edge throughputs as PARC, under various channel conditions, cell loads and receivers. In these contributions, the rank adaptation for both PARC and PGRC was restricted so that only ranks 1, 2 and 4 were possible for 4-antenna transmission. In this contribution, we present the revised simulation results with rank 3 transmission included. Section 2 describes the proposed PGRC structure for various transmission ranks. It also summarizes the advantages of PGRC over PARC. Section 3 presents simulation results to show that PGRC achieves nearly the same performance as PARC. Section 4 summarizes the conclusions of this contribution.

2. PGRC: Description & Feedback Requirements
In PGRC, MCS adaptation is done over groups of antennas. Specifically, for the case of four-antenna transmission, there are four transmit configurations, depending on the transmission rank, i.e., the number of active (virtual/real) antennas. The proposed grouping for each rank, along with the feedback requirements are tabulated in Table 1. Note that PGRC, as proposed in Table 1, supports all four transmission ranks. In particular, rank 3 transmission is achieved by grouping two of the antennas together. To reduce the feedback requirement, the antenna grouping among the three active antennas is fixed, i.e., the first active antenna is unpaired, and the second and third active antennas are grouped.
	Rank
	Number of Groups (codewords)
	Number of Antennas Per Group
	Feedback Requirements For Grouping

	1
	1
	{1}
	2 bits to specify antenna index

	2
	2
	{1, 1}
	3 bits to specify 2 antenna indices out of 4

	3
	2
	{1, 2}
	2 bits to specify inactive antenna. Of the active antennas, second and third are grouped

	4
	2
	{2, 2}
	2 bits to specify which antenna is grouped with antenna 1. (automatically fixes other group)


TABLE 1: Summary of PGRC transmission for various ranks
Note that antenna (group) selection also needs to be performed for PARC as a part of rank adaptation. Except for the rank 4 transmission, the required number of bits for PARC is identical to that for PGRC.

The salient qualitative advantages of PGRC are listed below:
· Downlink Signaling: PGRC requires at most two codewords, while PARC could use up to 4 codewords. Consequently, it requires less control signaling to indicate per-codeword payload, MCS and HARQ information. These are quantitatively analyzed in [8]
· Decoding Latency for Successive Interference Cancellation (SIC) decoding: It is well-known that SIC decoding, with appropriate link adaptation can increase system throughput. However, SIC decoding also increases the latency and memory requirements of the decoder, resulting in an increase of UE complexity and area. Further, it also increases the overall latency of decoding, and makes it more difficult to meet the overall latency requirements. Now, PGRC requires at most one stage of cancellation while PARC requires up to 3. Therefore, PGRC can harvest the performance improvements of SIC decoder with a lower complexity.
· Uplink Signaling: PGRC needs to feed back at most two CQIs and at most two ACK/NAK signals per RB. PARC, on the other hand, could require more.

The above advantages of PGRC are offered with almost the same performance as PARC despite the restriction in terms of the maximum number of codewords and MCSs. This is demonstrated in the next section.  
3. Simulation Results
We present simulation results for both linear MMSE (LMMSE) and successive interference cancellation (SIC) decoders. Both average sector throughput and cell-edge throughput are compared. Simulation results are presented for the urban-macro and urban-micro scenarios of the spatial channel model [3]. Other important simulation parameters are listed in Table A-1 in the appendix. To simplify the simulation, the additional coding gain due to 1.5-2x longer codeword for PGRC is not taken into account.
Table 3 tabulates the average sector throughput for PARC and PGRC. In earlier contributions [5-7], the rank-3 option was not included to either PARC or PGRC. Table 3 lists performance with the rank-3 option added to both PARC and PGRC. 
	Simulation Environment
	BAND-WIDTH (MHZ) 
	DECODER
	AVERAGE SECTOR THRUPUT (Mbps)
	5% USER (CELL EDGE) THRUPUT (Kbps)

	
	
	
	PARC
	PGRC
	% loss for PGRC
	PARC
	PGRC
	% loss for PGRC

	URBAN MACRO


	2.5
	LMMSE
	9.9
	10.1
	-2.0%
	210
	210
	0%

	
	
	SIC
	10.60
	10.51
	0.85%
	210
	219
	-4.2%

	
	5
	LMMSE
	19.40
	19.72
	-1.65%
	420
	420
	0%

	
	
	SIC
	20.80
	20.79
	0.05%
	403
	403
	0%

	URBAN MICRO
	2.5
	LMMSE
	11.79
	11.62
	1.44%
	298
	289
	3.0%

	
	
	SIC
	12.34
	12.10
	1.94%
	289
	289
	0%

	
	5
	LMMSE
	23.54
	23.40
	0.30%
	604
	596
	1.3%

	
	
	SIC
	25.38
	25.0
	1.69%
	631
	622
	1.5%


TABLE 2: Throughput Comparison of PGRC against PARC

Based on the results in Table 2, it can be seen that PGRC loss is always less than 2% even with SIC decoding. With LMMSE decoding, the loss is at most 1.4%. The throughput of the 5% cell-edge UEs is also included in Table 2. As seen from the table, PGRC and PARC achieve nearly the same cell-edge throughput. This is expected because cell-edge UEs are more likely to choose rank-1 transmission, which is supported for both PARC and PGRC.

4. Conclusions

In this contribution, we described methods to support all transmission ranks with per-group rate control. Compared to PARC, PGRC offers lower DL and UL signaling overhead and latency, as discussed in [8]. Simulation results show that PGRC achieves at least 98% of the PARC throughput, even without accounting for the reduced downlink signaling overhead. This does not take into account the DL throughput gain of PGRC due to the reduction in DL overhead. When the reduction in DL overhead is taken into account, PGRC attains virtually the same throughput as the baseline PARC [8]. 
Since we have demonstrated that PGRC is advantageous over the baseline PARC in terms of signaling overhead and latency while achieving the same performance, we recommend that the maximum number of codewords per UE be set to 2 and PGRC be supported as the rank-3 and rank-4 transmission scheme for the E-UTRA MIMO.
While we recommend a maximum of 2 codewords per UE, this does not restrict the Node B from transmitting 4 codewords in MU-MIMO mode. That is, it imposes a maximum of 2 codewords from the Node B only in SU-MIMO mode.

Appendix I

Table A-1 gives the system level simulation assumptions.

	PARAMETER
	VALUES

	Number of sectors per cell
	3 sectors, with either two or four 120-degree antennas per sector

	Number of UEs per cell
	15 UEs 

	Number of Node-B antennas
	4

	Number of UE antennas
	4

	UE Speed
	3 kmph

	Traffic Model
	Full-buffer

	Channel scenario
	1. Urban Macro [3]

2. Urban Micro [3]

	System Bandwidth
	2.5 / 5 MHz

	OFDMA FFT Length
	256 / 512

	Resource Block Bandwidth
	375 kHz (6 / 12 resource blocks in band)

	Modulation Schemes
	QPSK, Rate ¼

QPSK, Rate ½

QPSK, Rate ¾

16-QAM, Rate ½

16-QAM, Rate ¾

64-QAM, Rate 5/8

64-QAM, Rate ¾

	TTI duration
	0.5 ms (7 OFDM symbols)

	CQI feedback delay
	2 TTIs

	CQI Quantization
	None. Error-free CQI feedback assumed

	Scheduling Criterion
	Proportional Fair

	HARQ Feedback Delay
	8 TTIs. Error-free ACK/NACK assumed

	Max Number of HARQ Retransmissions
	3

	Scheduling
	Single-user MIMO (one UE per RB). Same MCS used for one stream across RBs


TABLE A-1: System Level Simulation Assumptions
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