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1. Introduction
Channel dependent frequency domain scheduling in EUTRA uplink (UL) has been shown to provide substantial gains over purely distributed or randomly localized (frequency hopped) scheduling [1-4]. To enable frequency domain channel dependent scheduling, a corresponding CQI measurement should be provided over the bandwidth of interest. This CQI measurement may also be used for link adaptation, interference co-ordination, handover, etc. 

In order for the Node B to obtain a CQI estimate for the UL channel of a UE, the UE needs to transmit a reference signal (RS) over portions of the operating bandwidth (BW) or over the entire BW (distributed RS). There are two significant limitations in the UL that make frequency dependent scheduling more difficult than in the DL. 
a) The first is the UE transmit power limitation which makes an accurate CQI estimation challenging, particularly for cell edge UEs experiencing large path losses, especially for the larger cell sizes. Unlike the DL where the common RS allows for the CQI estimate to be averaged over several sub-frames, in the UL CQI averaging may only be possible when a UE transmits a distributed RS over the total scheduling BW in consecutive sub-frames. 
b) The second is the inapplicability of the common DL RS concept. In the UL, each UE needs to transmit a separate distributed RS for CQI measurements, making the multiplexing of such RS a very important issue. Moreover, considering that these distributed RS “compete” for transmission in the SBs with RS for UL data transmission and RS for demodulation of ACK/NAK and CQI related to DL transmissions, there is an obvious need to maximize their available number, particularly in conjunction with UL MIMO, and allow for efficient multiplexing of RS related to these different UL functionalities. Also, unlike the common DL RS, each distributed UL RS not having associated data constitutes additional UE transmission power and interference overheads which should be minimized. It is assumed that distributed RS multiplexing method does not result to resource overhead, for example by reserving LBs for its transmission, as this may severely diminish the effective gains of frequency domain scheduling.     
In this contribution, a multiplexing method for distributed RS which was first introduced, but not treated, at the WG1#45 in Shanghai is described [5]. The distributed RS is used for both the purposes of CQI and channel estimation. The objectives driving the proposed method address the previously outlined issues associated with UL frequency dependent scheduling and can be summarized as follows:

a) optimizing the frequency domain scheduling gains by adapting the scheduling BW and the distributed RS transmission rate to the varying UL signal quality conditions (path loss, shadowing, interference etc.) experienced by different UEs in the serving Node B cell in order to obtain reliable CQI estimates
b) allowing for the frequency scheduling gains from large operating BW to be realized
c) optimizing the tradeoff between BLER performance and replacement of localized RS by distributed RS 

d) optimizing the use of distributed RS by applying it for both channel and CQI estimation and consequently minimizing the UE power consumption as the occasions/need for separate distributed RS transmission are minimized (confined to active UEs not recently having UL data transmission)
e) allowing for simple distributed RS multiplexing
f) maximizing the number of distributed multiplexed RS and maintaining the advantage of the large number of available CDM RS sequences for flexible deployment among Node Bs
2. Proposed RS Multiplexing in SB1 and SB2 and Scheduling Bandwidths
E-UTRA must support a maximum bandwidth of 20MHz, with a large number of UE transmissions multiplexed therein. Several previous contributions have shown that estimating the channel response for the entire system BW may severely limit the number of supportable UEs to only the ones in very good SINR conditions [2, 3]. 
Moreover, as the UE is power limited and CQI averaging over many sub-frames may not always be possible, the distributed RS power should be concentrated in a rather small BW, especially for cell edge UEs, to enable reliable CQI estimation. The tradeoff between decreasing frequency diversity gains due to smaller scheduling BW and increasing the CQI accuracy are decidedly in favor of the latter in case of cell edge UEs in the UL. For example, for cell edge UEs, [3] showed that a scheduling BW of 1.25 MHz or possibly less is preferable to realize the frequency domain scheduling gains. Similar conclusions for the same reasons have been extensively demonstrated in evaluations regarding the RACH transmission (e.g. [6]). However, the scheduling BW for cell edge UEs should be evaluated in conjunction with interference mitigation techniques, and with the possibility of several transmissions of a distributed RS for the CQI estimation. Then, a larger optimum scheduling BW, than otherwise indicated, may be obtained. 

It should be noted that the scheduling BW may not necessarily be a multiple of 1.25 MHz (or 1.125 MHz). Due to the RB size of 180 KHz, the number of RBs in 1.125 MHz is not an integer. For example, the minimum scheduling BW can be selected to be 1.08 MHz (corresponding to 6 RBs). The remaining BW may be partitioned in a similar manner so that a, probably predetermined, integer number of RBs is obtained. Nevertheless, for the remaining of this document, the established BW options are assumed.   
Taking into account possible RS limitations and the requirement to enable UL scheduling by providing reliable CQI estimates, large system bandwidths (e.g. 10MHz) are partitioned into non-overlapping reference signal multiplexing blocks (RSMB) regions, as shown in the example of Figure 1 [5].  
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Figure 1: Partitioning Example of Reference Signal Multiplexing Blocks.

Each RSMB serves for multiplexing distributed RS transmissions from several UEs in similar channel conditions and is wide enough to allow for frequency dependent scheduling gains. Note that UEs with different capabilities can also be supported with the RSMB concept, as shown in Figure 1. Also, UEs with different TTI lengths (0.5 msec and 1.0 msec), if supported, can also be allocated in different RSMBs in order to avoid ACK/NAK transmission conflicts, especially since UL HARQ is synchronous.
In addition to the requirement, at least for cell edge UEs, of a much smaller scheduling BW than may totally be available, co-existence of only 5-6 distributed RS is possible over any given transmission BW. 
Typically, given a value of 4-5 sec for the UL delay spread, consistent with the UL CP value of about 4.1 sec, at most 6 RS can be multiplexed in a given BW. However, as channels with delay spreads somewhat larger than 4-5 μsec may be encountered, a somewhat larger cyclic shift can be selected for the CDM RS for a corresponding reduction in the number of simultaneously multiplexed RS in a given BW from 6 to 5. This reduction however will afford a CDM RS additional and total immunity to channel and CQI estimation errors even in channels with delay spreads that are much larger than the UL CP value. As it will later become apparent, there is none to minimal impact on the scheduling process and the ability of sufficiently many UEs to transmit orthogonal distributed RS. Moreover, as the Node B can estimate the channel delay spread, the value of the assigned cyclic shift may be adaptive so that a larger number of RS can be simultaneously multiplexed in a given BW when all transmitting UEs do not experience excessive channel delay spreads [9]. 
The number of simultaneously multiplexed RS in a given BW will be shown to be sufficient, taking into account the maximum number of UEs expected to be multiplexed in a given BW as this is to a large extend determined by the multi-user diversity gains and the shared control channel overhead. The multi-user diversity gains, from allowing an arbitrary number of simultaneously scheduled UEs as determined by an unrestricted PF scheduler, are offset by the shared control channel overhead when the number of simultaneously scheduled UEs becomes very large. This is because multi-user diversity gains begin to flatten as the number of simultaneously scheduled UEs increases while the shared control channel overhead continues to increase in an effectively linear fashion.
The minimum RSMB size is selected so that frequency dependent scheduling can be enabled by all UEs in the cell area (possibly further assisted by interference mitigation techniques such as power control based ones [2]). The minimum RSMB size and RSMB multiplexing may be configurable to address the varying distribution for the channel conditions of UEs in a cell. Typically, wide RSMBs may be used to support high data rate UEs in good channel conditions, while narrow RSMBs may be used to support many low rate cell edge UEs in poor channel conditions.
For example, for a cell having a large proportion of its UEs near the edge, a 10 MHz BW may be sub-divided into 4 RSMBs of 1.25 MHz and 2 RSMBs of 2.5 MHz. Alternatively, for a cell having a large proportion of the serving UEs in good channel conditions, a 10 MHz BW may be sub-divided into 2 RSMBs of 1.25 MHz, 1 RSMB of 2.5 MHz, and 1 RSMB of 5 MHz. Notice that the effective SINR of a distributed RS transmitted over 1.25 MHz is improved by 9 dB relative to the one for a distributed RS transmitted over 10 MHz, for the same UE transmit power. This naturally translates to improved CQI estimation. RSMB re-configuration may be obviously done at a very slow rate, reflecting changes in the distribution for the channel conditions of the serving UEs, and may be transparent to the UEs. 
Although the proposed multiplexing method is based on FDMA of the scheduling BWs, contrary to the approach in [7], RS transmission is always confined within one RSMB and no bandwidth overlapping occurs. This is the only fundamental difference with the approach in [7]. The RS multiplexing in RSMBs allows for the large number of CDM RS sequences to be maintained while avoiding the need for simultaneous transmission in different BWs, thereby avoiding any PAPR increase. No CDM RS sequence repetition occurs, to enable RS sequence FDMA, and as a result there is no decrease in the number of available Zadoff-Chu (ZC) sequences. This can greatly simplify allocation of RS to different UEs and maintains the large number of CDM ZC sequences for easy sequence reuse cell planning and flexible deployment. The number of available orthogonal distributed RS is substantially increased as it is multiplied by the number of RSMBs, thereby allowing distributed RS multiplexing from many UEs. 
For UEs having an UL data transmission, the proposed RS transmission in a sub-frame is shown in Figure 2. SB1 carries distributed RS used for both CQI measurements and channel estimation. SB2 carries localized RS used for channel estimation. Transmission of data-associated control information (if any) can be multiplexed with the UL data and use the same frequency domain scheduling. 
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Figure 2: Reference Signal Structure in a Sub-frame.

As mentioned above, the large number of distributed RS that can be multiplexed in a given operating BW is another significant feature of the proposed RS transmission (distributed SB1, localized SB2) and the RSMB partitioning of the operating BW. In each RSMB, 5-6 orthogonal distributed RS can be transmitted in each sub-frame which is more than adequate to support even the largest numbers of frequency scheduled UEs expected in each RSMB. For example, for 2 RSMBs of 1.25 MHz, 1 RSMB of 2.5 MHz and 1 RSMB of 5 MHz (total of 10 MHz), RS transmission in SB1 can be multiplexed for 20-24 UEs in each sub-frame. This number increases/decreases as the number of RSMBs increases/decreases. Moreover, as previously mentioned, the Node B may adaptively select the cyclic shift in each RSMB, based on the maximum channel delay spread experienced by a scheduled UE in the RSMB, thereby further increasing the number of orthogonal distributed RS. On the other hand, if UEs were allowed to transmit distributed RS over the entire BW, only a maximum of 5-6 such RS could be accommodated in SB1, in addition to obtaining a poorer CQI estimate. Notice that services such as VoIP are not assumed to employ frequency domain scheduling. 
The channel estimation performance loss from having a distributed RS in SB1, as opposed to the optimum option of a localized one, has been evaluated in [8] and was found to be between 0.1-0.2 dB depending on the BW ratio between the distributed RS and the localized RS and the operating SINR. As the RSMB may often be smaller than 5 MHz and the data may occupy several contiguous RBs, the performance loss due to the distributed RS in SB1 is marginal. Moreover, no additional interference is created and no additional UE transmit power is required from having a separate distributed RS for CQI estimation. Also, no separate signaling associated with setting up the transmission of such distributed RS is required. 
Having distributed RS in both SBs will further improve the CQI estimate over the scheduling RSMB, but it will also increase the channel estimation loss as shown in [10, 11]. Given the overhead versus performance loss tradeoff in the previous paragraph, this option is deemed inferior to the one where the RS in SB2 is localized [10, 11]. 

With the structure in Figure 2, the distributed RS is always transmitted in SB1 by all scheduled UEs at least over certain sub-frames. It is FFS whether distributed RS is transmitted in SB1 during all sub-frames. For example, in RSMBs for UEs in good channel conditions, a distributed RS in SB1 may be transmitted by all scheduled UEs during one sub-frame of the TTI, as reliable CQI estimates can be obtained with fewer distributed RS transmissions, while localized RS in SB1 may be transmitted during the other sub-frame to further improve channel estimation (if needed). On the other hand, in RSMBs for UEs in poor channel conditions, distributed RS transmission in SB1 may be in every sub-frame to enable averaging and improve the CQI estimate, particularly for cell edge UEs. 
An example of distributed RS multiplexing in SB1 and localized RS multiplexing in SB2 is shown in Figure 3. In any given RSMB, not only distributed RS from UEs having UL data transmission but also distributed RS from additional UEs are orthogonally multiplexed in SB1. This allows the Node B to obtain CQI estimates for possible subsequent scheduling from active UEs that did not have a recent UL transmission. No additional BW resources are required for the transmission of the distributed RS from UEs not having an UL transmission during the reference sub-frame. The role of SB1 and SB2 appears inter-changeable (i.e. the distributed RS may be transmitted in SB2 and the localized RS in SB1).
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Figure 3: Multiplexing of distributed RS and localized RS in a RSMB.
UEs may also transmit distributed RS in the remaining RSMBs to provide a CQI estimate in the remaining RSMBs for possible switching if a better channel is obtained. This was also suggested in [10]. Nevertheless, if this transmission is performed during TTIs for which the UE also has data transmission, it will introduce some performance loss due to poorer channel estimation (and this cannot be done for high speeds UEs). As the number of distributed RS that can be multiplexed in SB1 in every sub-frame is larger than the number of simultaneously scheduled UEs in an RSMB (e.g. 5-6 distributed RS can be multiplexed in every sub-frame for the 1.25 MHz RSMB), distributed RS from a UE having UL data transmission in a different RSMB can be multiplexed, preferably during TTIs where such a UE does not have UL data transmission. In this manner, restricting scheduling in an RSMB does not imply any scheduling diversity losses as UEs can provide CQI in other RSMBs for possible switching. 
As the Node B needs to perform timing adjustments to the UE signal transmission, a minimum BW of 1.25 MHz may be needed to achieve the required accuracy because time synchronization precision, after RACH detection, is proportional to the inverse of the RS BW (however, it is FFS whether a large RS BW is actually necessary). Therefore, it appears preferable to limit the minimum RSMB size to 1.25 MHz, primarily in order to obtain frequency scheduling gains, and perform CQI averaging for cell edge UEs, if needed (especially in conjunction with possible UL cell edge performance enhancing methods such as power control and/or interference co-ordination). 

The RS transmission in another RSMB may be based on Node B signaling through the DL control channel as an allocation of a distributed RS signal would be necessary to avoid collisions. However, this allocation can be at a slow rate, e.g. at the CQI update rate or even slower and need not constitute significant overhead. Moreover, it may be implicit and occur at pre-determined instances if an active UE was not recently scheduled with the UE using the distributed RS based on its last UL transmission (FFS). Instructions to transmit a distributed RS to a different RSMB can generally depend on the UE position (cell interior or cell edge), on the UE speed, and on the DL system load. 

Another advantage of scheduling in RSMBs is the reduced control signaling for specifying the RB allocation to each UE. For example, a 1.25 MHz RSMB has 6 RBs (number is rounded since the RB size does not divide the 1.125 MHz useful bandwidth to an integer) while a 10 MHz BW has 50 RBs. Therefore, 3 bits are needed to specify the first RB in the 1.25 RSMB while 7 bits would be required for the entire bandwidth (the run length size would be the same in both cases). Assuming 10 UEs being scheduled on average for a system with many active UEs, the total savings are 40 information bits, and for QPSK with 1/3 code rate, 60 sub-carriers or 5 RBs. The UEs may have to be re-arranged in RSMBs but the signaling requirements and rate of such an update are low. 

The control signaling overhead associated with re-assigning a UE to a different RSMB is not significant as it may occur at the CQI update rate. It may also be limited to a sub-set of UEs most likely to benefit from RSMB re-assignment. If the above control signaling savings are not exploited, RSMB assignment is simply part of the RB allocation and is transparent to the UE.

3. Restricted Scheduling Bandwidths: Impact on the System Throughput
In order to measure the impact of a restricted scheduling BW, system simulations for Case 1 were performed. Unrestricted scheduling was considered over 5MHz with 12 UEs, and restricted scheduling was considered over two equal RSMBs (RSMB1 = 2.5MHz; RSMB2 = 2.5 MHz) with six UEs per RSMB. Every 10 TTIs, UEs were allowed to hop from one RSMB to the other. Simple open loop power control was applied, with TargetSINR = 5dB. Ideal CQI feedback was assumed in order to evaluate the best case scenario with unrestricted scheduling and obtain the full bandwidth diversity. In reality, it is not be possible to get accurate CQI measurements over a wide bandwidth and the unrestricted case only serves to benchmark the frequency diversity losses from restricting scheduling in RSMBs and further restricting over a long time period the rate over which UEs can change RSMBs.

Specific system simulation assumptions are summarised in the Table 1. 
Table 1: System Simulation Assumptions
	Parameter
	Assumption

	Cellular Layout
	Hexagonal Grid; 19 NodeBs
Three Cells Per NodeB

	Minimum Distance Between UE and Tower
	35 m

	NodeB Antenna Bore Site 
	Towards Flat Side of the Cell

	Inter – Site Distance
	500 m

	Shadowing Standard Deviation
	8 dB

	Path Loss
	128.1 + 37.6log10(R) where R is in kilometers  

	Shadowing Correlation
	Between Cells 
	1.0

	
	Between NodeBs
	0.5

	Penetration Loss
	20 dB

	Antenna Pattern
	A = - min {12 (θ / θ3dB)2, 20dB}.

θ3dB = 70 degrees

	System Bandwidth
	5 MHz @ 2 GHz

	Channel Model
	SCM – C 

	RB size
	24 Sub – Carriers

	UE Velocity
	3kmh

	UE Power Class
	24dBm 

	Number of UE Antennas
	1

	Number of NodeB Antennas
	2

	Receiver Equalizer
	MMSE

	Channel Estimation Penalty
	1dB

	UE Antenna Gain
	0dBi

	NodeB Antenna Gain
	14dBi

	HARQ Type
	Chase Combining

	Maximum Number of Retransmissions
	5

	HARQ Retransmission Delay
	5 TTI

	Traffic Model
	Full Buffer

	Scheduler 
	Proportional Fair

	Scheduling Delay 
	1 TTI = 1 ms

	Uplink Power Control
	Slow with 40 TTI Period

	MCS Set
	QPSK: {1/5, 1/4, 1/3, 1/2, 5/8} 

	
	16QAM: {1/3, 1/2, 5/8, 3/4}


System simulations, with assumptions per Table 1, and with restricted and unrestricted scheduling bandwidth, have produced results shown in the Table2. 
Table 2: Spectral Efficiencies of Restricted and Unrestricted Scheduling Bandwidths

	Spec. Eff. For Unrestricted Scheduling BW [bits / sec / Hz ]
	0.82

	Spec. Eff For Restricted Scheduling BW [bits / sec / Hz ] 
	0.74


For the simulated setup, the impact of restricted scheduling BW on the system throughput is slightly negative (9.75%), but only with respect to the idealistic assumption of perfect CQI estimation and availability over the larger BW. 
4. Conclusions
A simple bandwidth multiplexing method for distributed RS and UL frequency domain scheduling was described. The method is based on the Reference Signal Multiplexing Block (RSMB) concept where the total available BW is sub-divided through FDMA into several non-overlapping RSMBs. UE scheduling is constrained into a single RSMB. The RSMB assignment may be updated at a rate similar to the CQI update rate or slower, thereby maintaining the frequency scheduling gains of a larger operating BW as RB allocation in the UL is contiguous. To enable RSMB switching, a UE needs to transmit a distributed RS, preferably during TTIs where it does not have an UL data transmission. For a UE in poor channel conditions, CQI averaging may be preferable and the UE may transmit a distributed RS over multiple sub-frames. Distributed RS (for CQI and channel estimation) are multiplexed in SB1 (or SB2) and localized RS (for channel estimation) are multiplexed in SB2 (or SB1). 
RSMB UE multiplexing allows for:

a) frequency domain scheduling through reliable CQI estimation by adapting the UE scheduling BW to the UE channel conditions (path loss, shadowing, etc.)

b) capturing the available gains from frequency domain scheduling by best RSMB selection – no loss in scheduling flexibility

c) configurability of RSMBs at a very slow rate to optimize to varying UE channel conditions

d) multiplexing a large number of distributed CDM RS for CQI estimation and scheduling

e) maintaining the CDM RS property for a large number of root Zadoff-Chu sequences for flexible deployment

f) reduction in the DL shared control channel overhead associated with UL UE scheduling

g) easy application of interference co-ordination techniques

h) easy separation of UEs with variable TTIs, if applicable, into different RSMBs to avoid ACK/NAK transmission conflicts

Distributed RS in SB1 and localized RS in SB2 allows for:

a) optimizing the tradeoff between channel estimation performance and distributed RS overhead for CQI measurements

b) utilizing a distributed RS to simultaneously serve the purposes of channel and CQI estimation and avoiding additional RS transmit power from UEs having an UL data transmission  

c) providing enough distributed CDM RS to satisfy the CQI estimation requirements for a large number of UEs
d) simple distributed CDM RS allocation/multiplexing to UEs by specifying the cyclic shift of a CDM Zadoff-Chu root sequence for distributed RS transmission in SB1
e) minimizing the resources needed for distributed RS transmission for CQI estimation through orthogonal multiplexing of several distributed RS in the same RSMB during SB1.
References
[1] R1-060377, “System Level Comparison of Localized and Distributed SC-FDMA”, Texas Instruments
[2] R1-061487, “Uplink Interference Mitigation via Power Control”, Texas Instruments

[3] R1-061203, “Frequency Domain Channel-Dependent Scheduling with Adaptive Transmission Bandwidth of Pilot Channel for CQI Measurement”, NTT Docomo, et. al.
[4] R1-060295, “Channel-dependent scheduling in E-UTRA uplink and Text Proposal”, Nokia
[5] R1-061486, “Uplink Pilot: Link and System Level Considerations & Text Proposal”, Texas Instruments
[6] R1-061392, “Random Access Preamble Design for E-UTRA”, Texas Instruments
[7] R1-061676, “Group-wised Frequency Resource Allocation for Frequency Domain Channel-Dependent Scheduling in SC-Based E-UTRA Uplink”, NTT Docomo, et. al.
[8] R1-062644, “Reference Signal Multiplexing for 1 ms TTI in EUTRA Uplink”, Texas Instruments
[9] R1-062642, “Reference Signal Design in EUTRA Uplink”, Texas Instruments
[10] R1-062353, “UL reference signal structure”, Nokia
[11] R1-062013, “Reference Signal Overhead for TTIs Exceeding One Sub-frame in EUTRA Uplink”, Texas Instruments
Appendix: Correlations between ZC Codes of Different Lengths
The Appendix shows cross-correlation values between CDM RS sequences of different lengths, which may occur due to different RSMB sizes in adjacent cells. The diagrams illustrate that certain correlations may exceed the ideal CAZAC cross-correlation value for certain specific delays. It should be noted that for a frequency selective channel, the amount of out-of-cell interference from a specific UE is not determined by a single cross-correlation but rather by the sum square correlation inside a specific range of delays which is approximately 1/5 of the RS sequence length (TU6 channel). Therefore, cross–correlations averaged across a range of delays represent a true measure of inter–cell interference and further equalize the cross-correlation values. Cross-correlation properties of FDM RS sequences are not shown for brevity but they have worse characteristics than the CDM ones due to the smaller processing gain of FDM RS.
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