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1. Introduction
This contribution mainly evaluates possible solutions of high throughput, parallel implementation of iterative channel coding to satisfy the high speed data processing requirement of LTE PHY. 

According to TR25.913 [1], the system should support an instantaneous downlink peak data rate of 100Mb/s within a 20 MHz downlink spectrum allocation (5 bps/Hz) and an instantaneous uplink peak data rate of 50Mb/s (2.5 bps/Hz) within a 20MHz uplink spectrum allocation. However, due to the design limitation of Rel-6 turbo codes, the memory access contentions has become an obstacle for turbo codes to support such high speed  processing capability.

Here, four possible solutions of iterative channel coding have been shown to achieve 100Mbps throughput. 

1. MSP (Multiple transport block Segments Parallelization).
2. SSP (Same-Segment Parallelization) with memory collision avoidance circuit.
3. SSP (Same-Segment Parallelization) with a contention-free interleaver .

4. Structured LDPC codes.

The first two solutions can achieve 100Mbps without modification of Rel-6 turbo code. The third solution is that a contention-free interleaver of high parallelism can be applied to replace the Rel-6 turbo interleaver. Finally the fourth solution is that a new channel coding scheme with inherent parallelism feature can be proposed. 

The first two solutions will lead to the significant increase of memory size. The third solution may work well for very large block sizes, but will lead to obvious increment of computational complexity and degradation of performance for the codes of medium-to-low code sizes and high code rate. On the contrary, the fourth solution can achieve 100Mbps and even higher data rate without the increase of computational complexity and memory size.

2. MSP
Because of the natural parallelization on the level of multiple transport block segments (MSP approach), 100Mbps throughput is achievable in existing Rel6 specs. But MSP will lead to the notable increment of memory size compared with SSP. For example, if we only analysis the increase part, SSP only need 3*5114*4 bits memory to store one segment of receive sample, and 5114*6 bits to store one segment of extrinsic information. 10-order MSP will consume 10*3*5114*4 bits to store 10 segments of receives samples, and 10*5114*6 bits to store 10 segments of extrinsic information. The increase memory size is 9*3*5114*4+9*5114*6=828,468 bits.

3. SSP with memory collision avoidance circuit
The interleaver of Rel-6 turbo is not contention free, that is to say, SSP will lead to severe memory-bank contention problem. The application of memory collision avoidance circuit is a solution to the said problem. According to [2], for any interleaver a parallel implementation always exists, so that there is no need to impose constraint on the interleaver, which can then be designed in such a way to optimize its performance. However, the memory collision avoidance circuit shall consume large size memory. We can obtain extra circuits depicted in Fig.1 by cascading three different layers of permutations, here three decomposition permutation matrixes have to be stored, each size is the same as that of the original interleaver.
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                                                 Figure 1 memory collision avoidance circuit
4. SSP with a contention-free interleaver 
Several types of algebraic contention-free interleaver designs [3] [4] are available, each providing good code performance, contention-free property, and ease of calculation. With the application of these contention-free interleavers, the SSP implementation can achieve high order parallelism easily. However the SSP technique is base on Slide-windowing technique, then each sub-block decoder corresponding to a segment sub-block window needs an initialized process. These initialized processes consume several trellis sections of dummy α or β computation. 
Figure 2 has shown several possible types of parallel implementation of SSP, here K is information block size, WL is window length and N1 is the size of initial window, here the parallelism factor is 4.
In Figure 2, (a) and (c) are two kinds of the ideal parallel implementation, they don’t need the initialization process, herein the parallel implementation with four sub-block decoders can increase throughput four times. However, due to the necessary of the initialization process, (b) (d) (e) are available for the practical hardware implementation, each of them needs (4-1) *N1*2=6*N1 trellis sections of dummy α or β computation. Actually these dummy α or β computation will lead to the increment of computational complexity and decoding latency. From (b) (d) (e), four sub-block decoders are applied, which lead to nearly four times throughput but less. 
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Figure 2 several possible types of parallel implementation of SSP
Although the cost of the initialization of sub-block decoder can be neglected for large block sizes, it becomes a problem for medium-to-low code sizes and high-data rate. For medium-to-low code sizes or high code rate, the sub-window size WL may be small and the decision depth of component code may be large, it will occurs easily that WL is less than the decision depth of component code , as a result decoding cost is large and decoding performance may degrade. For medium-to-low code sizes or high code rate, N1 may be comparable with WL and even larger. The dummy α/β computation may be comparable with the valuable α/β computation and even larger, so the computational complexity and decoding latency almost increase double. The said scenario can be illustrated by Figure 3  
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Figure 3 SSP for short code sizes and high code rate
5. Structured LDPC codes
Structured LDPC codes have the feature of rich inherent parallelism, therefore so it is very easy to increase the parallelism factor of LDPC decoding. Furthermore, for the parallel decoding implementation of LDPC codes, the computational complexity and the memory size is invariable. That is to say, if the computational logic increases M times, the throughput increases M times. 

Figure 4 have given an example of LDPC layered BP decoding.  In Figure 4(a), the parallelism factor of LDPC decoding 4, then 4 check node function units (CNFUs) are needed as the key computation units. In Figure 4(b), the parallelism factor is 8, and then 8 CNFUs are needed. By the way, the variable node function can be implemented by an accumulator, and the complexity of variable node function will not increase with the increase of parallelism.
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Figure 4 Simple parallelism of LDPC decoding
Similar with the well design contention-free interleaver which can solve the memory-bank contention problem of parallel turbo decoding, the well design structured parity check matrix H can ensure that the routing congestion of parallel LDPC decoding is not higher than that of turbo codes.   
6. Conclusions 
In this contribution, we have concluded four possible solutions to the iterative channel coding. Shortcoming and merits of these methods have been displayed and discussed.

SSP with memory collision avoidance circuit and MSP can maintain the original design of Rel6 turbo codes, but both of them will lead to the obvious increment of memory size. 
SSP with a contention-free interleaver can achieve high order parallelism, but SSP will bring the significant increase of computational complexity and degradation of performance for media-to-short and high code rate. 
LDPC codes can achieve 100 Mbps/s throughputs without the increase of computational complexity and memory size.
So the four solutions should be considered and evaluated as the potential LTE channel coding schemes. According to the analysis of this contribution, the solution of structured LDPC is more attractive.
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