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1. Introduction
SCH symbol timing structure and its detection is an important issue, since the performance of the SCH symbol timing detector is the bottleneck of the overall cell search performance. Many contributions advocate cross-correlation based detection [1]-[3], which detects the SCH symbol timing by a peak-searching of the correlation between the received signal and the P-SCH replica in time domain. However, cross-correlation based detection is very sensitive to frequency offset and Doppler shift [4]. Moreover, it requires high computational complexity. Another way to acquire symbol timing is auto-correlation based detection. Autocorrelation based detection doesn’t share the weaknesses of the cross-correlation base detection, but it exhibits very poor timing recovery performance when the SNR is low. Fortunately, there is a feasible way to solve the problem -- a hybrid of cross-correlation based detection and auto-correlation based detection [5]-[6]. The preliminary results and discussions about the hybrid method are quite heuristic in [6], though the simulation parameters are not in accordance with E-UTRA physical layer structure.

We proposed the hybrid method of SCH symbol timing detection and presented comparisons among the former two schemes and the hybrid method [10] . The results in [10] showed that we could improve the timing / frequency acquisition performance by the hybrid method, and in addition, the complexity for the acquisition procedure can be reduced in an efficient manner. Subsequently, we have carried out further simulations to investigate the performance of hybrid method, and we are reporting the results in this document.

2. Proposed Hybrid Cell Search Procedure
In this contribution, we would like to propose a timing frequency detection method as part of the cell search procedure, the hybrid method, because the method employs a combination of the auto correlation method and the cross correlation method. The auto correlation method is used for coarse timing detection while a frequency offset remains, and the cross correlation method is used for fine timing detection after the frequency offset is adjusted.

We believe we can significantly reduce the total complexity of the time / frequency acquisition process with the proposed method.

For the proposed hybrid method, the symbol timing recovery is performed in two steps: (1) coarse timing estimation using auto correlation and (2) frame timing estimation using cross correlation. The 2nd cross correlation step is performed after the frequency offset is estimated.

We also propose both a P-SCH symbol and S-SCH symbol time domain repetitive structure, and both participate in the coarse timing estimation process. 
In summary, time / frequency acquisition is performed by the following 3 steps:

(1) coarse timing estimation by auto correlation

(2) frequency offset estimation by auto correlation

(3) fine timing estimation by cross correlation

The proposed method performs cross correlation calculations at the 3rd step, but because we can limit the search window size, the computational complexity of this method is almost similar to the complexity of the auto-correlation-only method. And we can also show that the proposed method achieves the best performance compared to the auto correlation and cross correlation methods.
3. Detailed comparison of Cell Search Procedures 

For simplicity, we refer to the cross-correlation based detection, auto-correlation based detection and the hybrid detection method as CC, AC and HM, respectively. Cell Search procedures are developed for CC and AC to form the simulation base for comparison with HM. 
3.1. Reference Cell Search Procedure based on CC
(1) Assumed SCH Structure for CC

For the performance simulation, we assumed the following SCH structure, shown in Figure 1. Two identical SCH symbols within 1.25MHz bandwidth are multiplexed onto the last OFDM symbol at the 10th and 20th sub-frames. The P-SCH and S-SCH are located alternately in the frequency domain. We assume a specific GCL sequence [7] common to all cells for the P-SCH and that the total power allocation for SCH is evenly split between P-SCH and S-SCH. 
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Figure 1 Used SCH structure for CC simulation

 (2) Comparison Procedure for CC

According to some valuable results in [1], [3] and [4], M-part power summation will help CC achieve good performance. So we investigate the comparison CC method denoted by the following:
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where 
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 and 
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 are the number of P-SCH symbols used for averaging, the number of UE receive antennas, the length of each part and the FFT size, respectively. 
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 denotes the received signal corresponding to the p-th P-SCH symbol of the q-th antenna. The timing offset is estimated through peak searching of
[image: image8.wmf]()

Rd

.


[image: image9.wmf]{

}

ˆ

argmax()0/21

f

d

dRddN

=££-








 MACROBUTTON MTPlaceRef \* MERGEFORMAT (2)

where 
[image: image10.wmf]f

N

 is the length of one frame and 
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 denotes the maximum value in vector 
[image: image12.wmf]x

. 

Then, the frequency offset is estimated from
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where 
[image: image14.wmf]s

f

 is the sampling frequency, and 
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 denotes the phase of complex value 
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. After recovering the symbol timing and compensating the frequency offset, we can detect the cell ID using the method proposed in [8]. It would be necessary to average over several frames to achieve relatively reliable cell ID estimation.
3.2. Reference Cell Search Procedure based on AC
(1) Assumed SCH Structure for AC

The SCH is multiplexed on every other sub-carrier in the frequency domain within 1.25MHz bandwidth, resulting in two-identical-half SCH symbols. The positions of the AC SCH symbols are the same as the CC SCH symbols above (see Figure 2). AC detects the symbol timing by taking the auto-correlation of the time domain repetitive SCH symbol, so we used repeated SCH symbols.

[image: image17.emf] 
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Figure 2 Used SCH structure for AC simulation
(2) Comparison Procedure for AC

Timing detection in AC method is performed by taking the auto-correlation of repetitive SCH symbols.
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where 
[image: image19.wmf]CP

N

 is the length of CP. The timing offset is also estimated using (2)

. The frequency offset is acquired from
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3.3. Detailed explanation of Cell Search Procedure for HM 
(1) Assumed SCH Structure for HM

In this proposal, we investigated the SCH structure which has P-SCH and S-SCH, and both the SCH have a time domain repeated structure.  With this structure, we can perform 1st AC stage by using both P-SCH and S-SCH samples.
For fair comparison, SCH for the HM also includes two symbols, whose positions are the same as that of the former two SCH structures. The sub-carriers for P-SCH and S-SCH are alternately allocated and null sub carriers are inserted to make time domain repeated structure. 
However, we prefer that the S-SCH also has the time repetitive structure. According to [3], the performance gap between AC and CC is about 9dB. Therefore, we should reinforce the performance of the 1st AC stage by assigning more symbols to it. Otherwise, the AC stage will become the performance bottleneck of the system. Thus as a way of reducing the overhead, we involve the S-SCH symbols in frequency domain. SCH symbol deactivates the sub-carriers with odd indices, leading to a two-identical-half symbols structure in time domain (see Figure 3). The frequency sequence loaded on the P-SCH symbol is a specific GCL sequence [7] common to all cells.
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Figure 3 Used SCH structure for HM simulation

(2) Detailed explanation of the Cell Search Procedure for HM

The  symbol timing recovery for the HM is performed in two steps: coarse timing estimation using AC, and the fine timing using CC.  The AC method computes R(d) as: 
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Note that 
[image: image23.wmf]P

 in 
(6)

 is the number of P-SCH and S-SCH symbol pairs involved in this stage of estimation. A coarse timing estimation is obtained by peak-searching of  GOTOBUTTON ZEqnNum347018  \* MERGEFORMAT .
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A fine timing observation window is defined as 
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Where 
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 is the length of the observation window. A longer 
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 promises better performance at the cost of increased computational complexity. In the simulation, we set 
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 we can see that the peak shaped part of  GOTOBUTTON ZEqnNum347018  \* MERGEFORMAT  should begin from 
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. Note that (8)

 actually contains two separate observation windows. This is because P-SCH and S-SCH are undistinguishable in the coarse timing estimation.

Before executing the fine timing recovery in HM, the frequency offset should be estimated and then compensated
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Denote 
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 as the frequency offset compensated signal for fine timing recovery. Searching the cross-correlation peak in range 
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, we get
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According to [4], when the frequency offset is very small, we should choose 
[image: image40.wmf]1
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 to ensure better performance, which  is why (1)

.(10)

 is different from 
It should be noted that the SCH structures used in this proposal are just examples for comparison. Actually, AC, CC and HM can be used in other SCH structures. But we believe that HM achieves the best performance in comparison to other methods  with equivalent SCH structure.

4. Performance Simulation
4.1. Simulation Parameters and Complexity Comparison
Simulations were conducted to test the performance of the proposed hybrid method of SCH symbol timing detection for cell search. The simulation parameters are given in Table 1. 

Table 1. Simulation parameters
	SCH bandwidth
	1.25 MHz

	Carrier frequency
	2 GHz

	Sub-carrier spacing
	15KHz

	Sampling frequency
	1.92MHz

	FFT Size
	128

	Number of available sub-carriers
	75

	CP length
	10 samples

	Frame length
	19200 samples/10msec

	No. TX antennas
	1, 2

	No. RX antennas
	2

	Channel Model
	TU (6 rays) 3km/h, TU (6 rays) 120km/h

	Timing offset
	uniformly distributed in one frame

	Frequency offset
	Max ±3ppm (±6kHz) and Max ±5ppm (±10kHz) 
: frequency offset is modeled as a uniform random variable

	SCH symbol per frame
	NSCH  = 2

	Averaging period for timing detection (CC)
	1 frame

	Averaging period for timing detection (AC)
	1 frame

	Averaging period for coarse timing detection (HM)
	1 frame

	Fine timing observation window 
[image: image41.wmf]w

L

 (HM)
	2 (CP width) + SCH symbol width (=148)

	Valid timing detection region
	CP width

	Averaging period for fine timing detection
	1 frame 


Although it seems that HM needs an additional frame to accomplish timing recovery, this is not the case in practical systems. Considering that timing detection is only the first step of cell search, we must assign another frame for cell ID identification. Thus, AC and CC need at least two frames to perform the cell search anyway. In contrast, HM uses the second frame to detect fine timing and detect the cell ID at the same time. So the cell search time for HM is also two frames. In this sense, the comparison between AC, CC and HM is fair.
Under the conditions of the above parameters, complexity for time acquisition for CC, AC and HM methods is estimated as follows (for simplicity the number of UE receive antennas Q is set to 1)

Table 2. Complexity comparison
	
	Complex multiply per sample per Rx antenna

	CC
	(1) for each 
[image: image42.wmf]d


	
[image: image43.wmf]NM

+

= 128+2
	130.00

	AC
	(4) for each 
[image: image44.wmf]d


	2 (with moving averaging)
	2.00

	HM
	(6) for each 
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 and 

(10) for 
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	(2*19200+ 
[image: image48.wmf]w
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*(
[image: image49.wmf]NM

+

)* NSCH)/19200
=(2*19200+148*(128+1)*2)/19200
	3.99


According to (1), for every sample, CC needs N complex multiplications and 
[image: image50.wmf]M

 complex module computations. When 
[image: image51.wmf]N

=128, and 
[image: image52.wmf]M

=2, the CC requires 130 complex multiplications in total. For the AC method, every sample necessitates 2 complex multiplications (one for autocorrelation computation and one for complex module computation). In comparison, the HM needs 2*19200 complex multiplications (AC stage) and 
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*(
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)* NSCH complex multiplications (for CC stage) in one frame, When 
[image: image55.wmf]N

=128, 
[image: image56.wmf]M

=1 and NSCH =2, HM requires 3.99 complex multiplications for every sample.
Because we limit the search window length 
[image: image57.wmf]w
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, the computational complexity of HM method is only slightly higher than AC method, but considerably lower than CC method. In the next section, we will observe that the HM method achieves the best performance among the three methods. Therefore, the HM method has a great advantage over the other 2 methods.

4.2. Simulation Results
Figure 4 gives the timing detection error rate of the three schemes. It shows that when SNR is relatively low (say -8dB to -2dB), the maximum gap between AC and CC is approximately 4dB, while that between HM and CC is only 2dB, which is a great improvement compared with the HM gap with AC. When SNR rises, HM is clearly the best scheme among them. Although HM shows an error floor when UE moving at the speed of 120km/h, the floor is much lower than that for CC.  
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Figure 4 Missed Timing Detection Rate 

when UE moving at the speed of 3km/h (fd=5.56Hz) or 120km/h (fd=222.2Hz), TX =1, RX=2

The reasons behind the good performance of HM are as follows:

(a) When the SNR is relatively high, the CC stage in HM is performed after the frequency offset is estimated and compensated, which largely decreases the timing detection error rate. In comparison, the CC stage in CC method works with the raw received signal.  That’s why HM is better.
(b) When the SNR is low, the performance of the AC stage in HM is too poor to acquire the correct timing in the observation window. However, the CC stage in HM still manages to narrow the performance gap between the AC stage in HM and the CC method. 

Generally speaking, the performance of CC is the best only when the initial frequency offset and the Doppler shift is small. However, in practical situations, this is not usually the case. On the other hand, the AC method is very robust to initial frequency offset and Doppler shift and its performance steadily becomes better as the SNR increases. Therefore, HM combines AC and CC to get better performance.
Figure 5 is the comparison of MSE of frequency estimation among the three schemes. It is not surprising that HM and AC exhibit approximately the same performance because these two use virtually the same method to acquire frequency offset estimation. And HM and AC have a large advantage over CC. When the Doppler shift is 222.2Hz, CC’s MSE is very high, leading to severe ICI. 
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Figure 5 MSE of Frequency Estimation 

when UE moving at the speed of 3km/h (fd=5.56Hz) or 120km/h (fd=222.2Hz), TX =1, RX=2

Generally speaking, simulation results show that HM is better than AC and CC, while its computational complexity is much lower, thus, HM is extremely suitable for the timing detection in E-UTRA cell search.

5. Conclusions
This contribution investigates the cell search scheme based on the hybrid method of symbol timing detection. Simulation results show that the Hybrid scheme exhibits much better performance than CC and AC. Moreover, the computational complexity of the HM scheme is considerably reduced by implementing CC over a narrow observation window. Therefore, the hybrid method is a very promising technology for SCH symbol timing detection for E-UTRA cell search.

Note: This proposal is based on the work from Dept. of Electronic Engineering, Shanghai Jiaotong University.
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