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1. Introduction
It has been discussed that due to its internal interleaver, Rel.6 TC(Turbo Codes) is a bottleneck to achieve the instantaneous peak data rate of 100Mbps and 50Mbps in downlink and uplink respectively, which are the system requirements in [1]. To satisfy the requirement, two approaches have been proposed during the email discussion.
· design a contention-free interleaver for TC to support parallel processing 

· introduce block code such as LDPC which is inherently capable of supporting parallel processing
The first method is useful to increase decoding throughput only with new interleaver design, however, there is still possibility of increasing the throughput at higher coding rate. In other words, because TC adopts puncturing to support a code rate higher than 1/3, a decoder should perform decoding bits of 3*K+12 regardless of the code rate for a transmission, where K indicates the size of input bits to an encoder. On the other hand, the amount of bits which block code such as LDPC should decode is just the number of bits transmitted, resulting in higher decoding throughput [6]. In this regards, in this document, we focus on the second option and introduce a structure of LDPC which can support various code rates with one H matrix. In addition, the feasibility of supporting HARQ IR without puncturing is provided.
2. LDPC supporting various code rates and HARQ IR
2.1. H matrix structure 
The way of describing H matrix is same as the method of expressing structured LDPC codes in [4] except that parity portion of H matrix is constructed as dual diagonal shown in Figure 1. With the dual diagonal structure, encoding can be performed simply via block-wise accumulator shown in Figure 2. The equation for the parity generation is described in Equation 1, when the parity sequence p is determined in groups of z and the grouped parity sequence p and grouped s are denoted by v and u respectively, where each element of u and v is a column vector as follows. 
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Equation 1
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For the high code rate transmission, with the structure in Figure 1, the LDPC encoder generates only the required amount of redundant bits using Equation 1. If a retransmission with a different redundancy version is necessary, then the LDPC encoder continues to generate additional required parity bits from the last parity bits of the previous transmission. At the receiver, the LDPC decoder performs decoding only for the received bits iteratively, unlike TC decoder which should decode punctured bits as well. Therefore, even in the case of HARQ IR, the relatively low complexity of LDPCC in [5] can be held.
[image: image6.emf]-1 -1

-1-1

-1

0-1

0 0

-1 0

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1

-1 -1

-1-1

0-1

0 0

-1 0

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

0-1

0 0

-1 0

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

0-1

0 0

-1 0

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

0-1

0 0

-1 0

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

0-1

0 0

-1 0

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

0-1

-1

0 0

-1 0

-1-1

-1 -1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

0-1

0 0

-1 0

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1 -1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

0-1

0 0

-1 0

-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

0-1

0

-1 0

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1-1

-1 -1

0

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

0-1

0 0

-1 0

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

0 -1

0 0

-1 0

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1

0

-1 0

-1

-1

-1

-1 -1

-1

-1

-1 -1

-1 -1

-1

-1

-1 -1

-1 -1

-1

-1

-1 -1

-1 -1

-1

-1

-1 -1

-1

-1 -1

-1 -1

-1 -1

-1

-1

-1 -1

-1 -1

-1

-1

-1

-1 -1

-1

-1

-1 -1

-1 -1

-1 -1

-1 -1

-1

-1

-1

-1

-1 -1

-1 -1

-1

-1

-1 -1

-1

-1 -1

-1 -1

-1

-1

0 -1

-1 -1

0-1

0

-1 0

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

0

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1 -1

-1

-1 -1

-1 -1

-1 -1

-1 -1

-1-1

-1 -1

-1 -1

-1 -1

-1-1

-1 -1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1 -1

-1 -1

-1 -1

-1 -1

0-1

0 0

-1 0

-1 -1

-1-1

-1 -1

-1 -1

-1 -1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

0-1

0 0

-1 0

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

0-1

0 0

-1 0

-1-1

-1-1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

0-1

0 0

-1 0

-1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

-1-1

-1-1

-1 -1

-1 -1

0-1

-1

0 0

-1 0

-1 -1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

-1-1

-1-1

-1-1

-1-1

-1 -1

-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1 -1

-1-1

-1-1

-1-1

-1

-1 -1

0-1

0 0

-1 0

H

d

H

p

R=3/4 R=2/3 R=1/2 R=1/3


Figure 1. An example of H matrix which supports multiple code rates and HARQ IR with one mother matrix ( the lowest code rate = 1/3 )
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Figure 2. Accumulator structure for parity generation
2.2. Performance Evaluation
To evaluate the performance of an LDPC codes following the structure shown in Figure 1, we use offset Min-Sum[7] with 20 iterations for the LDPC codes and Max Log MAP with 8 iterations for the TC as sub-optimal decoding algorithms. The LDPC codes for the simulation are described in detail below.

	
	R = 1/3
	R = 1/2
	R = 2/3
	R = 3/4

	H matrix size
	40x60
	20x40
	10x30
	7x27

	Avg. CHK degree
	6.13
	7.45
	9.70
	10.8

	Avg. VAR degree
	4.08
	3.73
	3.23
	2.81


Figure 3, Figure 4, and Figure 5 compare the performance of LDPC and TC with the information length of 480, 1600, and 2560 respectively. 

[image: image8]
Figure 3. LDPC vs. TC ( K=480)

[image: image9]
Figure 4. LDPC vs. TC (K=1600)

[image: image10]
Figure 5. LDPC vs. TC (K=2560)
3. Conclusion
In this contribution, we investigated the feasibility of LDPC codes which support HARQ IR with low complexity. Based on the simulation result, in general, the LDPC codes following the structure of Figure 1 outperform TC at high code rate, and TC shows better performance at low code rate especially at the code rate of 1/3. However, the LDPC codes used in this simulation is mere an example, and there are a lot of possibilities of enhancing its performance especially in lower code rate with more optimized codes. From the decoding throughput and complexity perspectives, with the structure in Figure 1, the decoding complexity of LDPC is around 30% and 50% at the code rate of 3/4 and 1/3 respectively, compared to that of TC [5]. As a conclusion, LDPC codes can be an alternative FEC in that LDPC codes can give much more benefits such as low decoding complexity and high decoding throughput to LTE system with comparable coding gain compared with Rel.6 TC.
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