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1 Introduction
In [1], we compared the cell search times for some typical representatives of non-hierarchical and hierarchical SCH signal structures. In this contribution, we provide extended link level results for the same schemes as in [1]. Several new features are taken into account, such as the use of a receiver with parallel signal processing on two RX antennas
, and explicit interference modelling. Moreover, in [1], only symbol timing and cell ID detection were included in the cell search time, frame timing was not considered for any scheme. For the non-hierarchical SCH (with centrally symmetric signals [2]), this contribution describes and evaluates a method for obtaining a larger set of cell IDs, as well as frame synchronization. Brief descriptions of the signals and cell search procedures are given in Sec. 2, whereas the simulation results are presented in Sec. 3. The conclusions are summarized in Sec. 4. 
2 Simulation assumptions
2.1 Non-hierarchical SCH
The non-hierarchical SCH described in [2] is obtained by the Inverse Discrete Fourier Transform (IDFT) of a cell-specific real valued sequence of length 64. This gives a complex, centrally symmetric signal, whose timing can be detected by a reverse differential correlator. The complete set of cell specific sequences is constructed as the inner product of a Golay complementary sequence with the set of differentially encoded Hadamard orthogonal sequences. At the receiver, after differential decoding, a correlation with the orthogonal set of sequences, obtained as the inner products of a differentially decoded Golay sequence and the set of orthogonal Hadamard sequences of the same length, is done to determine the cell ID. The SCH repetition period is assumed to be 2.5 ms (every 5th subframe), i.e., it is multiplexed 4 times per radio frame. 
By multiplexing different sequences, the SCH symbols in a radio frame may represent elements of a (in this case, four elements long) codeword. This would give a large codespace, which could carry more cell-specific information (cell IDs, bandwidth, antenna configuration, CP length etc.) than one single SCH symbol, and, if the code is designed properly, offer means for frame timing [3]. 

For the non-hierarchical scheme, we shall therefore construct 512 codewords of length 4, from an alphabet of 64 elements. Each codeword represents one cell ID and should be taken from a cyclically permutable code [4]. That is, no codeword is a cyclic shift of another and every codeword has 4 unique cyclic shifts. Thereby, frame timing is uniquely determined when the correct codeword is detected. The performance of the code will be dependent on its minimum distance. By exhaustive search, we have found a code, having a minimum distance of 3. Hence, there can be at most one common element between a codeword (and its cyclic shifts) and any other codeword and its cyclic shifts. A rather strong coding gain may therefore be expected
. 

Decoding of cell ID is done, after symbol timing is achieved, by first obtaining the 64 correlation values for each of the 4 SCH symbols, and then computing a metric for each codeword and its cyclic shifts. Let 
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, its metric is computed as 
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. From the total of 4*512 metrics, the largest one uniquely determines the detected codeword.
2.2 Hierarchical SCHs
Two hierarchical SCHs are considered; Scheme A which is based on the principles described in [5], and Scheme B which is based on the principles described in [6]. The details of these signals and the receivers are further described in [1]. Both schemes include a common primary SCH (P-SCH) used for timing acquisition, while the reference symbols, modulated with the elements of a cell-specific sequence, constitute the secondary SCH (S-SCH).

For Scheme A, the P-SCH is a cell-common pseudo-random BPSK time-domain signal, where as for Scheme B the SCH consists of a 2x repetitive signal. Replica based correlation is used for both schemes to detect symbol timing. The P-SCH repetition period is assumed to be 2.5 ms (every 5th subframe), i.e., it is multiplexed 4 times per radio frame.
For Scheme A, the S-SCH sequence is one of orthogonal Hadamard sequences of length 128, so it can encode up to 128 cell IDs. Its repetition period is 2.5 ms. For Scheme B, the S-SCH carries a sequence obtained by the repetition coding of each bit of 9 bits long ID sequence, hence it can encode up to 512 cell IDs. Its repetition period is 10 ms.
2.3 General assumptions

The symbol timing detection can be improved by non-coherently accumulating the correlator outputs after each 2.5 ms repetition period. In the simulations, a fixed 10 ms averaging period is used (see also [5]). After each such 10 ms period, the algorithms for synchronisation acquisition are run on the averaged correlator output signal. Using the obtained timing, the cell ID is then determined from the signal (the SCH for non-hierarchical or the S-SCH for hierarchical) of the last 2.5 ms (non-hierarchical
 and hierarchical Scheme A) or the last 10 ms (hierarchical Scheme B). At the end of each averaging 10 ms period, if either cell ID or timing are incorrect, cell search proceeds with another 10 ms averaging period, and so on. We assume an ideal verification logic, which can perfectly determine whether the estimated cell ID and timing is correct. The timing is declared correct if it is within the timing error tolerance zone [0,2], where ‘0’ is the first sample after the cyclic prefix. 
The case with 2 RX antennas used in parallel has been considered. For each antenna, a separate symbol timing correlator (replica- or autocorrelation based) produces a 2.5 ms long sequence of correlation values. These correlation values from the both antennas are then added non-coherently.  In the same way, for detecting the cell ID, output statistics (e.g., correlation values of cell IDs) are added non-coherently from both antenna branches.
In [1], only the SCH signal from one cell was generated and used for the cell search evaluations. In order to make now the cell search evaluation in the multi-cell environment, the signals (radio frames) from 4 different cells are explicitly generated and passed through independent fading channels. We shall evaluate the cell search performances both in asynchronous and synchronous interference limited multi-cell environment.

When correct timing and corresponding cell ID is detected for at least one of the cells, the cell search is declared finished. In the simulation results of Sec. 3.1 and 3.2, one SCH signal is allocated a power of 
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. For large power ratios, synchronization is expected to mostly be done to signal 1. At –5 dB power ratio, all 4 signals have about the same average power and synchronization should occur to any of the signals with equal probability. 
In the following, we do not explicitly consider methods for frequency offset estimation. Instead, a residual frequency offset error of 0.1 ppm (200 Hz at 2 GHz carrier frequency) is introduced [1].
The parameters for the evaluation are listed in the Table I.

























TABLE I















List of simulation parameters and models

	Bandwidth
	1.25 MHz

	FFT size
	128

	Sub-carriers for SCH
	76

	Cyclic prefix lengths
	1x10 and 6x9

	SCH symbols/frame
	4

	Averaging length for timing acquisition
	10 ms

	#TX/RX antennas
	1/2

	Reference symbols
	Every 6th sub-carrier on 2 OFDM symbols/subframe

	Data symbols
	Random QPSK symbols

	P-SCH (hierarchical Scheme A)
	Time-domain BPSK seq., length 69 

	P-SCH (hierarchical Scheme B)
	2x repetitive, obtained from a GCL seq., length 38

	S-SCH (hierarchical Scheme A)
	Orth. Hadamard seq., length 128

	S-SCH (hierarchical Scheme B)
	Repetitive encoded cell ID seq., length 99

	SCH (non-hierarchical) 
	Golay modulated Hadamard seq., length 64

	Channel
	TU 6-path, 3 km/h

	Frequency offset
	200 Hz (0.1 ppm)

	Carrier frequency
	2 GHz


3 Simulation results

For the results contained in Sec. 3.1, once the symbol timing is obtained, it is assumed that the frame timing is also correct. In Sec. 3.2, we will evaluate the frame timing method for the non-hierarchical scheme, as it was described in Sec. 2.1. Frame timing methods for the hierarchical schemes are not evaluated as their details have not yet been fully given.
3.1 Link level results – without frame timing
The presented results include the 90th percentile cell search time. The cell search time is defined as the time needed (in steps of 10 ms periods) to obtain the correct cell ID and symbol timing.
Fig. 1 shows the results for the asynchronous multi-cell environment. It can be seen that the non-hierarchical scheme gives the faster cell search times. 
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Fig. 1. The 90th percentile cell search times for asynchronous case.
Although the symbol timing detection performance of the hierarchical scheme A is known to be good for small frequency offsets, it has the highest 90th percentile cell search time for all power ratios. This is due to a low cell ID detection performance. A lower cell ID detection probability increases the cell search time. In Fig. 3, the cell ID detection probability of Hierarchical Scheme A is shown, considering perfect time synchronization and a power ratio of 5 dB. It can be seen that it is sensitive to frequency offsets and that larger offsets result in even worse performance, whereas smaller offsets improve its performance
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Fig. 2. The cell ID detection probability of the Hierarchical Scheme A, at 5 dB power ratio.
Fig. 3 shows the results for the synchronous case, where it is assumed that all 4 signals are perfectly aligned at the receiver
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Fig. 3. The 90th percentile cell search times for synchronous case.
It can be noted that all schemes have longer cell search times compared to the asynchronous case. In this synchronous case, the SCHs are overlapping, and since the SCHs do not change, the samples that are used, e.g.,  for cell ID detection do not vary much from frame to frame, and changes are mostly due to the (rather slowly varying) channel. Hence in the synchronous case, conditioned that a misdetection is made, there will also be a low probability of correct detection in the next frame. However, in the asynchronous case, the random data symbols contribute to a varying interference on the SCH, which gives a larger probability of improving the detection. Therefore, the cell search times in these evaluations may increase, especially if the cell ID detection probability is low. Moreover, the channel estimation for Scheme B will effectively be performed on the sum of the P-SCHs, which may not accurately represent the individual channels that the S-SCHs experience.
3.2 Link level results – with frame timing 

Fig. 4 shows the 90th percentile cell search time for the non-hierarchical scheme, using the frame synchronization procedure described previously. After every 10 ms period, if symbol timing is obtained, all 4 SCH symbols of the last 10 ms period are used for the cell ID decoding and frame timing. As a reference case, the plot from Fig. 1 is included, which can be interpreted as ideal frame timing but without any encoding of the cell IDs. We see that although the number off cell IDs has been increased from 64 to 512, the cell search time is now 10 ms for all power ratios. Thus the duration of the cell search is only one radio frame. This reduction stems from the coding gain, which increases the cell ID detection probability. 
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Fig. 4. The 90th percentile cell search times for the non-hierarchical scheme and asynchronous case.
4 Conclusions

This contribution includes cell search evaluations with asynchronous and synchronous SCH signals and parallel detection from two RX antennas, which allows for more averaging of correlation values. Under these assumptions, the presented results show that the cell search time of the non-hierarchical SCH becomes better than of the hierarchical SCHs, for the considered power ratios and frequency offset. 
Moreover, by encoding the cell IDs with a cyclically permutable code, more cell IDs can easily be conveyed and frame timing obtained. Specific code design may be for further study. However, it was shown, using a code found by exhaustive search, that there exist codes which do not increase the cell search times (e.g., 10 ms for the 90th percentile was shown), as compared to a case without using coding, but having fewer cell IDs. 
Hence we conclude that the non-hierarchical cell search is a preferred way forward.
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� In � REF _Ref136916227 \r \h ��[1]�, selection diversity was used. With parallel processing, correlation values can be accumulated from two antennas, thereby improving the symbol timing detection and shortening the cell search times


� Alternatively, the coding gain can be traded off for possibly faster cell search time, by utilizing only 2 or 3 out of the 4 SCH symbols in the decoding, as this would still offer a unique decoding procedure.


� In Sec. 3.2 where frame timing is evaluated for the non-hierarchical scheme, the cell ID is determined from the signal of the last 10 ms.


� These results are obtained without time averaging of correlation values for the cell ID detection, i.e., in the same way as for non-hierarchical SCH.


� Note that in � REF _Ref137871276 \r \h ��[7]�, we evaluate with system simulations the case where the transmitters are perfectly synchronized.
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