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1. Introduction  
In this contribution, we present a simple method for enhancing the system – level throughput of cell – edge users. The proposed method is based on adapting the “Target SINR,” which is used in outer – loop power control. Using the proposed method, we show that a typical cell – edge user (5% CDF) can achieve an excellent 60% of an average user throughput.        

2. Discussion
2.1. Root Causes of Cell - Edge Performance Degradation
The main problem which is typically experienced by the cell – edge user is that its received SINR is substantially reduced, when compared to the received SINR of the average cell – interior user. Consequently, cell – edge users tend to have smaller throughputs. We first consider root causes of such poor cell – edge SINR.  

1. For very large cells, cell – edge users suffer from the link – budget problem. Basically, propagation and penetration loss is so severe that the received signal, which comes from cell edge, is many dBs below AWGN.  
2. For small cells, the reason that the cell – edge SINR is typically reduced comes from the well – known “positive feedback” instability of the outer loop power control. In its simplest form, the instability of outer loop power control is exemplified as follows. 
Power Control Instability [Example]: Suppose that, in the initial system deployment, all base–stations broadcast a pre – defined “Target SINR.” Upon that, active users, within each cell, attempt to reach the “Target SINR,” using outer loop power control. This process, however, results in the overall increase of [out of sector] interference levels, at each base station. Consequently, in order to overcome the [raised] interference level, and reach the “Target SINR,” all UEs will increase their transmission powers [again]. Therefore, as users keep increasing their transmission powers, out of sector interference grows. This process [transmit power increase → interference increase → transmit power increase] continues, and cell – edge users are the first ones to reach the maximum transmit power limitations [e.g. 21dBm], due to a larger propagation loss. 
From this point further, the overall SINR for cell – edge users gets substantially worse. Cell – interior users still maintain their transmit power increase, ultimately reaching the “Target SINR.” This process, however, results in the additional interference increase, which reduces the SINR of cell – edge users. As we show below, the main solution here is to preempt the reduction of SINR for cell – edge users, by adapting the Target SINR for all.
2.2. Baseline System Simulations


In this section, we present baseline system simulations, where all users attempt to reach the “Target SINR,” which is not controlled adaptively [baseline system]. To measure the cell – edge performance, we define Fairness, as the 5% CDF of the UE throughput, normalized by the average UE throughput. With such definition, Fairness is a unit-less quantity. 
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We first present simulation assumptions and the evaluation methodology.
	Parameter
	Assumption

	Cellular Model and Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site. Antenna pattern as in [1]

	Inter-site distance
	Case1: 500m

	
	Case2: 500m

	
	Case3: 1732m

	Distance-dependent path loss
	L = I + 37.6log10(.R), R in kilometers

I = 128.1 – 2GHz,   I = 120.9 - 900MHz [1]

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.4.1.4 [1]

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss
	Case1: 20dB

	
	Case2: 10dB

	
	Case3: 20dB

	Antenna pattern [4] (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
	As in 25.814

	Carrier Frequency / Bandwidth
	2GHz / 5MHz

	Channel model
	TU

	UE speeds of interest
	Case1: 3kmh

	
	Case2: 30kmh

	
	Case3: 3kmh

	UE power class
	21dBm

	Inter-cell Interference Modelling
	Out – of – sector interference was freq. selective. All 6 TU paths from all UEs (in the 19 cell model) to all NodeB were explicitly modelled

	 Power Control
	Outer Loop Open

	Target SINR
	5dB

	Number of HARQ Processes
	5

	Equalizer
	MMSE

	Link Performance Prediction
	Based on effective SINR calculated for the assumed MMSE equalizer [6] 

	Channel Estimation Loss
	1dB

	CQI Estimation Errors
	None

	MCS Set
	QPSK
	R = {1/5, 1/4, 1/3, 1/2} 

	
	16QAM
	R = {1/3, 1/2, 5/8, 3/4}

	Handover / Load Balancing
	Every 40 TTI
Hard handover performed [cell and/or sector].
Connect to cell with maximum SINR

Open – loop power control performed [power increase or reduction based on Target SINR]

	Number Of Users Per Cell
	24

	Scheduling Resource Block
	50 Sub – Carriers

	Scheduling Interval
	1 TTI

	Scheduling Delay
	1 TTI
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Figure 1: System Throughput: No “Target SINR” Adaptation
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Figure 2: System Fairness: No “Target SINR” Adaptation
The main observation, drawn from baseline system simulations [Figure 1 and Figure 2], is that the system fairness [Figure 2] is fairly poor. Irrespective of the scheduling methodology, and irrespective of the channel multiplexing [localized or distributed], the cell – edge user cannot obtain more than 20% of the average user, even for small – cell sizes [Case 1 and Case 2]. This occurs because of the described instability in the power control loop. In the subsequent section, we show how this problem can be mitigated, using a simple adaptive “Target SINR” control. 
2.3. Target SINR Adaptation for EUTRA Cell – Edge Performance Enhancement
In the subsequent set of simulations, we performed the “Target SINR Adaptation,” with the algorithm described below. The proposed algorithm is based on a pre – determined target percentage (p%) of UEs, that will transmit at the maximum power limit. During the run – time, every 40 TTIs, we measured the actual percentage (x%) of UEs which transmit at the maximum power limit. Using this, we performed following “Target SINR Adaptation”:

if x < p, then TargetSINR = TargetSINR + 1dB

if x > p, then TargetSINR = TargetSINR - 1dB

Upon such adaptation, Node B broadcasts the new Target SINR, and all UEs perform open – loop power control adaptation [together with cell/sector handover]. For interference – limited scenarios (small ISD), such as Case 1 and Case 2, the appropriate choice is p% = 5%. In contrast, for distance – limited scenarios, such as Case 3, the appropriate choice is p% = 60%. This choice is appropriate, because for large cell sizes, such as Case 3, cell – edge problem is not posed by out of cell interference, but rather, by the share path and propagation loss [link budget problem]. Consequently, in Case 3 [large cell], we allow for a large percentage of UEs to transmit at the maximum power limit. With the descried target SINR adaptation, we measured following system throughput and system fairness results [Figures 3 and 4 below]. 
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Figure 3: System Throughput with “Target SINR” Adaptation
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Figure 4: System Fairness with “Target SINR” Adaptation
System fairness has substantially improved with “Target SINR” adaptation [Figure 4]. Using the described algorithm, the throughput of a typical “cell – edge UE” (which is defined as 5% CDF) is approximately 50% – 60% of the “average UE” throughput. This occurs for small cell – sizes (Case 1, 2), and with proportional – fair (PF) and round – robin (RR) schedulers. Furthermore, when compared to the baseline system (Figure 1, 2), with PF scheduler, overall system throughput is maintained. An intuitive reason for this is that PF scheduler automatically performs a mild form of interference mitigation, because it schedules based on (resource block) SINR. Thus, with PF scheduler, the cell – edge users tend to avoid resource blocks which contain a substantial amount of interference. When combined with “Target SINR” Adaptation, overall system performance (both throughput and fairness) is substantial. Note that with RR scheduler, and “Target SINR” adaptation, the overall system throughput is penalized by 20%, in order to increase the cell edge performance by 150% - 200%. Nevertheless, with proportional – fair scheduler, the 200% gain in the cell – edge performance (Fairness increases from 0.2 to 0.6) appears to be almost free. The gain is present for Case 1 and Case 2, whereas it is absent in Case 3 (because Case 3 is path – loss limited).  
Uplink signaling overhead, which is required to support the described “Target SINR” adaptation, is minimal. In essence, for the above simulations, each UE is assumed to transmit only one bit in the uplink [one if the UE has reached the maximum power limit, and zero otherwise]. Furthermore, such reporting is very infrequent – it occurs only once per 40 TTI, in the above simulations.  

3. Conclusion
Target SINR adaptation is a very powerful tool which can be used for enhancing the performance of cell – edge users in EUTRA. Uplink signaling overhead for the proposed strategy is minimal: each UE needs to report if its transmit power has reached the maximum power limit. We had shown that, with the proposed method for Target SINR adaptation, system Fairness raises to about 0.6, for small ISD Cases (Case 1 and Case 2). Simultaneously, the overall high system throughput is maintained (spectral efficiency = 0.8 bits/sec/Hz/sector). Both of these numbers (Fairness = 0.6, spectral efficiency = 0.8) will be very difficult to improve upon, with alternate uplink interference mitigation schemes. 
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--------------- Start of Text Proposal for Uplink Interference Mitigation  -----------------------
9.1.2.7.1 Inter-cell-interference co-ordination/avoidance
The common theme of inter-cell-interference co-ordination/avoidance is to apply restrictions or preferences to the uplink scheduling, coordinated between cells. These restrictions can be in the form of restrictions to what time/frequency resources are available to the scheduler or restrictions on the transmit power that can be applied to certain time/frequency resources. Such restrictions for a terminal in a cell will provide the possibility for the improvement in SIR and cell-edge data-rates/coverage, on the corresponding time/frequency resources in a neighbour cell. Similar to the downlink different assumption can be made regarding UE measurements/reporting needed to support uplink interference co-ordination. In addition to the alternatives valid for the downlink, see Section 7.1.2.6.3, one can also assume that, in support for uplink interference co-ordination, the UE may report its current power level with a reporting rate in the order of once every 50 ms. Single - bit reporting, which informs the controlling Node B weather UE has reached the maximum power limit (or not), is a low signalling overhead alternative to UE reporting its exact current power settings. 
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