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1. Introduction

Inter-cell interference co-ordination/avoidance is considered for uplink in E-UTRA‎[1]. The main arguments are to improve coverage and increased cell edge bitrate ‎[2]. Some frequency reuse schemes have been suggested for uplink such as ‎[3] and ‎[4]. 
This paper evaluates and discusses reuse and reuse partitioning examining the bandwidth cost (in Hz) versus normalized link bitrate gain (in bps/Hz). An improvement for packet data services on the cell edge is only seen in one case, high load and MRC combining. With lower load or with IRC combining no gain is found.
A user load adaptive inter-cell interference co-ordination scheme has a larger potential. To evaluate the gain with a reconfiguration time scale of seconds ‎[1] is for further study.
A text proposal refining TR 25.814 ‎[1] section 9.1.2.7.1 with the findings is included.
2. Frequency Reuse and Reuse Partitioning
Uplink inter-cell interference co-ordination can as described in ‎[5] be controlled with:
· Maximum output power as a function of frequency and time, Pmax  (f,t). 

· Maximum usage (fractional load) as a function of frequency and time, Umax (f,t). 

Applying this to reuse is to limit the power Pmax and/or usage Umax on frequencies f in a planned scheme on cells. A pure 3-reuse is achieved by dividing the frequencies into three subsets f1, f2 and f3 and limit the power by setting Pmax (f,t) = P (>0) for f(fn, and Pmax (f,t) = 0 for f(fn for each cell. Within a uniform three-sector site cell plan each sector direction can be allocated one frequency subset. Soft reuse partitioning is achieved by utilizing the remaining frequencies with a lower power, Pmax (f,t) = p<P for f(fn , or a lower usage.
As described in ‎[5] this reuse can be applied on different time scales from days to milliseconds, from static planning to fully synchronized as in ‎[7]. The current assumption ‎[1] is that down to a time scale of seconds is feasible enabling both cell load adaptive and user load adaptive schemes.  In this paper the only static is evaluated but since it is in a homogeneous environment (cell plan and load) the results also applies to cell load adaptive solutions. The user load adaptive time scale is also discussed.  
An important factor of the gain by the uplink reuse is the radio position of the UE but also on the scheduling and load neighbor cells. This is illustrated in the simple example in Figure 1. The frequency usage shall be selected for the left-most UE (A) connected to the left base (a). This UE will loose in bandwidth if a reuse > 1 is applied. The effect of the reduction in caused interference depends strongly this UE:s geometry, how close to the right neighbor base (b). The relative gain can differ depending on the position of the UE scheduled in the neighbor cell. If the middle UE (B) is scheduled with large path loss the relative bitrate improvement will be larger than if the right UE (C) is scheduled that is closer to the base. If no UE is scheduled in the neighbor cell (D) there will be no gain. The probability for an overall gain depends on the scheduling in the neighbor cells. A cell load adaptive scheme can improve by taking the probability any mobile scheduled in the neighbor cell into account. A user load adaptive scheme may improve further by utilizing more bandwidth in case of UE:s in good radio positions in neighbor cells.
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Figure 1: Uplink reuse gain or loss example.

3. Simulation Assumptions
Static snapshot simulation was used and only one mobile is scheduled in each cell at a time. Handover margin, delay and measurement error was modeled by randomly selecting among cells within 3dB from the best. The simulation environment was aligned with ‎[1] case 1, see Table 1.
Table 1. Models and Assumptions.

	Traffic Models

	User distribution
	Uniform

	Data generation
	Full buffer, 0.2 -1 users per sector to vary traffic load

	Radio Network Models

	Distance attenuation
	L = 35.3+37.6*log(d), d = distance in meters

	Shadow fading
	Log-normal, 8dB standard deviation

	Multipath fading
	3GPP Typical Urban (Angular spread model from SCM)

	Cell layout
	Hexagonal grid, 3-sector sites, 57 sectors in total

	Cell radius 
	167m (500m inter-site distance)

	System Models 

	Spectrum allocation
	10MHz

	UE power class
	250mW 

	Max antenna gain
	15dBi

	Modulation and coding schemes
	QPSK and 16QAM.

	OFDM Parameters 
	According to ‎[1]


The used antenna configuration was one transmit antenna and two receiver antennas. Two different receiver combining algorithms were simulated; Maximum Ratio Combining (MRC) and Interference Rejection Combining (IRC).

A 3-reuse was created by allocating a third of the bandwidth to each antenna direction in the three sector sites. The narrower bandwidth in the 3-reuse enabled a 3 times (4.8dB) higher maximum spectrum density with the UE power capability. A closed loop power control was applied according to; P = min(SNRtarget x Pnoise / g, Pmax), where Pnoise is the noise power level, SNRtarget of 20dB, and g an estimate of the path gain. A reuse mixture was also simulated, a soft reuse partitioning scheme, 1- or 3-reuse was selected based on geometry with a threshold of 6dB. Since only one mobile is scheduled at a time the remaining 2/3 of the spectrum was unused in case of a 3-reuse scheduled mobile.
4. Numerical Results
In Figure 1 and Figure 2 the results are shown for MRC and IRC respectively. Active radio link bitrate distributions with 1 user/sector (100% channel utilization) are shown, that is the bitrate achieved when scheduled on the full bandwidth. Also the mean and 5th percentile bitrate versus served traffic per sector for different loads, 0.2-1 user/sector, are shown.
Comparing the bitrate distributions (left plots), the 3-reuse improves significantly for the users at the cell edge by a decrease of interference. An 80% active bitrate improvement is achieved with both MRC and IRC. The soft reuse increases the interference somewhat and reduces the gain to around 15% for the cell edge users. The gain by a looser reuse is larger than seen for downlink ‎[6]. The 3-reuse is bandwidth limited and partly also the mixture while the 1-resue is not. 
Taking this bandwidth reduction into account and its impact on served traffic there is no gain with a 3-reuse as seen in the right plots. A fractional loaded 1-reuse, with admission control or blocking, is a better alternative than a 3-reuse. The soft reuse partition can maintain a higher served traffic than the 3-reuse and is on pair with the 1-reuse at high load. With MRC the cell-edge bitrate is higher than with a 1-reuse above a 12Mbps served traffic per sector, above 80% channel utilization. This is different from what is seen for downlink where no gain was achieved ‎[6].
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Figure 1 MRC; 1 user/sector link bitrate distributions (left), served traffic versus link bitrate (right)
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Figure 2 IRC; 1 user/sector link bitrate distributions (left), served traffic versus link bitrate (right)

5. Discussion
In Figure 3 the effective SNR after combining are compared for the simulations with 1 user/sector, 100% channel utilization.
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Figure 3 Effective SNR distributions
For the users at the cell edge, 5th percentile, the SNR is improved 8 dB with MRC and 9dB with IRC by loosening the reuse from 1 to 3. The soft reuse increases the interference and reduces the improvement down to 5dB for both MRC and IRC. To improve the packet data service on the cell-edge for users assigned a 3-reuse the 2/3 bandwidth reduction must be regained by a normalized link bitrate improvement with a factor of at least 3. Assuming a Shannon shaped link performance (with a loss factor) the normalized link bitrate improvement can be found for given SNR improvement. This is shown in Figure 4 for some selected set of SNR improvements, 5 to 10dB, and a range of SNR before improvement (x-axis). Also the 5th percentiles from the simulated cases are marked. The y-axis shows the normalized bitrate improvement factor to be easily comparable with the bandwidth reduction.
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Figure 4 Normalized link bitrate improvement factor. 
The gain is strongly dependent on the reference link quality, the SNR before improvement. This is the reason why a larger gain is seen with a looser reuse for uplink than for downlink ‎[6]. The SNR improvement is similar but the SNR for the reference 1-reuse is around 5dB worse for uplink resulting in a higher normalized link bitrate improvement factor (more to the left in Figure 4). 

With a 3-reuse the bandwidth loss for the cell edge users are exceeded by the normalized link bitrate improvement. This is also seen in Figure 1 and Figure 2 left plots where the 5th percentile is clearly improved. With a soft reuse the improvement is somewhat lower than the bandwidth loss. There is still a small gain seen in Figure 1 and Figure 2 left plots, which is not unexpected since the link performance is not exactly a Shannon shaped function which is assumed in Figure 4. 
This is for the unrealistic 100% channel utilization where a packet data service should result in infinite delay. With more realistic channel utilization the interference is reduced and the SNR improved for the reference 1-reuse, which is more to the right in Figure 4. The improvement factor will then be lower and the gain by a looser reuse reduced, which is seen in Figure 1 and Figure 2 right plots.    
6. Summary and Conclusions
The improvement by a looser reuse is larger for uplink than for downlink. This is since the SNR with a 1-reuse is lower for uplink enabling a larger normalized bitrate improvement (bps/Hz). Still, there is mostly no cell-edge bitrate improvement. Only one case is found where a soft reuse partition improves, that is at high load with MRC combining. With IRC combining no gain is found. 

A user load adaptive inter-cell interference co-ordination will have a larger potential. A fully synchronized scheduling avoiding collisions has shown significant gain ‎[7]. A more feasible scheme operating on a time scale of seconds ‎[1] could also give substantial gain depending on service and mobility.

Start of text proposal for TR 25.814, section 9.1.2.7.1
---------------------------------------------------------------------------------------------------------------------------------------

9.1.2.7.1
Inter-cell-interference co-ordination/avoidance

…

· Semi-static interference co-ordination
Reconfiguration of the restrictions is done on a time scale corresponding to seconds or longer. Inter-node communication corresponds to information needed to decide on reconfiguration of the scheduler restrictions (examples of communicated information: traffic-distribution within the different cells, uplink interference contribution from cell A to cell B, etc.) as well as the actual reconfiguration decisions. Signaling rate in to order of tens of seconds to minutes.
The cell-edge data-rate improvement is depending on receiver performance and inter-cell interference cancellation capability. The UE radio position relative to neighbour cells is also an important factor indicating the need for measurement alternative #2 or #3. For advanced receivers a load adaptive co-ordination is required for improvement. An inter-communication between nodes in a time scale of seconds enabling load prediction in neighbour cells is then needed.

---------------------------------------------------------------------------------------------------------------------------------------

End of text proposal for TR 25.814, section 9.1.2.7.1
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