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1 Introduction

OFDM with a rectangular shaping pulse has relatively large power spectral side lobes which fall off as 
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. Although smoother pulses of finite duration or infinite duration have been suggested for OFDM, it is unattractive because implementation of FFT becomes either impossible or vary complex when the pulses other than the rectangular one are used.
Dispersive coding can be used to shape the spectrum of OFDM signals with an attempt to achieve high spectral compactness. A symbol is dispersively coded and taken by several sub-carriers. The dispersive coding spreads a symbol over several sub-carriers and is equivalent to form a shaping waveform in time domain carrying a complex symbol. For L-th-order despersively coded OFDM, the equivalent low-pass power spectral density (PSD) decays approximately with a rate 
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 at spectral band edges, and thus exhibits very fast spectral roll-off at band edges even when L is a small positive integer. As a result, guard band is saved for extra data transmission. Alternatively, combining dispersive coding with source coding and bit-interleaveing, diversity gain is increased.
2 OFDM Transmission with Dispersive Coding
2.1 OFDM System
Figure 1 shows the conventional OFDM transmission and reception diagram. 
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 is the source information bit. The unit 
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 denotes an interleaver. 
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 is the multi-level modulated symbol. After the operation of inversed fast Fourier transform (IFFT) and serial-to-parallel conversion, cyclic prefix (CP) is added. The resulting signal is discrete-to-analog converted for transmission.
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Figure 1: Conventional OFDM.
2.2 With Dispersive Coding
In contrast, OFDM with dispersive coding, whose diagram is depicted in Figure 2, is expected to achieve high spectral compactness. At the same time, dispersive coding obtains diversity gain because each symbol is taken by several sub-carriers. For the l-th OFDM block, the output of dispersive encoderg is
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, where N denotes the number of sub-carriers, and 
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. After the CP is added, the OFDM signal is shaped by a rectangular window p(t)  with duration 
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where 
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 and 
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 denote the canter carrier frequency and sub-carrier spacing, respectively. The low-pass equivalent power spectral density (PSD) of s(t) is expressed as
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where 
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, and T is the total OFDM symbol duration, 
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. The averaged power is
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Sampling s(t) at the rate 
[image: image19.wmf]1//
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, the low-pass equivalent discrete-time signal is expressed as
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for 
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, where the CP is discarded. The block of N samples is represented as a vector
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where 
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. The time-domain signal is the superposition of N pulses, 
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, weighted by the symbol, 
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Figure 2: OFDM with dispersive coding.
3 Dispersively Coded OFDM Transmission
3.1 Convolutional Coding
3.1.1 Cyclic Convolutional Coding
The input/output relation of dispersive coding in (1) can be expressed as a linear transformation
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For cyclic convolutional coding, 
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 is assumed and the coefficients of the encoder matrix G is defined as 
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. L denotes the order of the encoder. For N = 6 and L = 2 as an example, the encoder matrix 
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 is shown in (9).
3.1.2 Linear Convolutional Coding
For linear convolutional coding, the number of symbols in the block 
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 for L-th-order code. For N = 6 and L = 2 as an example, the encoder matrix 
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 is shown in (9).
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The amplitude of the pulse shape 
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, for L = 2, is shown in Figure 3. 
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Figure 3: Amplitude of pulse shape as a result of IFFT of the first column of encoder matrix.
3.2 Dispersive Coding for OFDM Signal with Cyclic Prefix
3.2.1 OFDM Signal with CP
For the example of L = 2 and CP length 
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, the ending edge is copied and placed at the leading edge. It is seen from Figure 4 that the waveform is not continuous when several OFDM signals are connected. Side lobes will have large power when CP is inserted.
To avoid this discontinuity, we modify the entries of the encoder matrix such that the IFFT of each column forms several lobs, instead of only one lobe as shown in Figures 3 and 4, and the duration of the last lobe equals to the interval of CP. Then, the overall waveform is continuous even though the CP is inserted, see Figure 5.
For the case that the 
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 is an integer, denoted by Q, Figure 5 is implemented by separating the entries of each column of encoder matrix by 
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 zeros, i.e., entries of each column is upsampled by a factor of Q. The IFFT of the upsampled column is obtained by compressing the waveform in Figure 3 by a factor of Q and then repeating Q times. Compare the blue curve in Figure 3 with the blue curve in Figure 5.
The linear convolutional encoding algorithm demonstrated in (1) and section 3.1.2 is modified as
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where 
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. For the example of L = 2, N = 16,  CP length 
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 (i.e., Q = 4), the encoder matrix is given in (10).
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Figure 4: Amplitude of IFFT signal with CP added.
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Figure 5: Amplitude of pulse shape as a result of IFFT of the first column of encoder matrix and the result of  CP added.
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3.2.2 Iterative Decoder
At the receiver, the FFT output is expressed as
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, where fading channel varies slow enough compared with an OFDM symbol duration is assumed. In (12), 
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 are FFT of channel impulse response and additive channel noise at the l-th block duration, respectively.
For dispersive encoder using linear convolutional coding, it is considered as an inner code. Combine with the error-correction code, iterative decoding technique can be applied to increase the bit-error-rate (BER) performance. The configuration of the iterative decoder is illustrated in Figure 6. The a posteriori information log-likelihood ratio (LLR) of a binary bit is defined by [1]
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which is the combination of the a priori information 
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 is the signals in the l-th block, 
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. The a posteriori LLR can be obtained by algorithms such as maximum a posteriori (MAP) method or other simplified versions. The extrinsic LLR, obtained by subtracting the a priori LLR from the a posteriori LLR, is then fed into the turbo decoder (decoder 1 and decoder 2) [2][3].
It is illustrated that both the source coding and diversity coding provide diversity gains for OFDM systems [4]. Iterative decoder is an efficient method for estimating the source information bits.
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Figure 6: Configuration of iterative decoder.

3.3 Simulations
3.3.1 
Consider an OFDM system with size of FFT 1024, all 
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 sub-carrier are used for data transmission. No guard band is reserved. The cyclic prefix length is 
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. System bandwidth and sampling time are B = 10 MHz and 
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. The dispersive encoder is realized by a linear convolutional encoder as illustrated in section 3.1.2.
The spectral compactness is characterized by the fractional out-of-band power
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which denotes the fraction of total power that is not captured within the frequency band 
[image: image75.wmf][/2,/2]

BB

-

. The simulated result is shown in Figure 7. The case L = 0 is the conventional OFDM system without dispersive coding. It is seen that the out-of-band power is significantly reduced for small coding order.
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Figure 7: Fractional out-of-band power for number of sub-carrier N = 1024 and
dispersive coding order L = 0, 1, 2.
4 Conclusion

In this contribution, we presented a dispersively coded OFDM transmission scheme. By using the dispersive coding and iterative detection, spectral side lobes are suppressed significantly. Guard band can therefore be used for data transmission. This either increases bit rate, or improve capacity of error correction. Furthermore, frequency diversity gain is increased because a symbol is spread over several sub-carriers, this increase robustness to fading channel.
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