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1. Introduction

The distributed and localized transmission modes shall be multiplexed together in an FDM manner in the EUTRA downlink.  The distributed transmission mode may be required, e.g., in the case of highly mobile UEs where accurate tracking of instantaneous channel variations is difficult, and also in the case where data may be broadcast to more than one UE which means that channel dependent scheduling to exploit a particular UEs channel is not possible.  A number of contributions have discussed the manner in which this multiplexing may be achieved, and how the distributed virtual resource blocks may be mapped on to the physical resource blocks [1]-[7].   
As proposed in [1], [2 Option 3], etc., when the distributed and localized users are scheduled within the same sub-frame, the localized users are first allocated resource blocks by the scheduler to exploit multi-user diversity.  Next, the remaining resource blocks are allocated among the distributed users.  In mapping the DVRBs of these users over the available PRBs, the objective is to maximize the frequency diversity.  Previous contributions, for example [1][7], presented proposals addressing the case of equal resource requirements among all users.  In an earlier contribution [8] we presented a proposal for the mapping algorithm which relaxed this restriction.  This allows the Node B scheduler to allocate DVRBs of different sizes to users (based on their different bandwidth requirements, etc.) and create a mapping which achieves the objective stated above.

In Section 2, we present a text proposal based on [8], as well as a numerical example to illustrate the mapping.  In Section 3 we discuss some of the issues involved in the DL control signaling channel in order to inform the UEs of the resource mapping.
2. Text proposal
[Delete the line “The relationship between SPRB, SVL and SVD is FFS.” in section 7.1.1.2.1 Downlink Data Multiplexing in 3GPP TR 25.814 v1.2.2 (2006-3)]

[Delete the line “The exact rules for mapping VRBs to PRBs are FFS” in section 7.1.1.2.1 Downlink Data Multiplexing in 3GPP TR 25.814 v1.2.2 (2006-3)]

[Add the following subsection to the end of section 7.1.1.2.1 Downlink Data Multiplexing in 3GPP TR 25.814 v1.2.1 (2006-3)]

7.1.1.2.1.1 Mapping Rules for Distributed and Localized Allocations

The multiplexing between DVRBs and LVRBs shall be based on a RB-level multiplexing – a PRB shall contain data from only a LVRB or a DVRB but not both.  A LVRB maps into a single PRB, and its size, SVL, is equal to the number of data modulation symbols within a PRB, NMS.  The number of data modulation symbols within a PRB is less than or equal to the number of OFDM symbols in a sub-frame times the number of subcarriers in a PRB (NMS <= N*M = SPRB, as some of the time-frequency resources in a PRB may be used for other purposes such as reference signals and control.  A DVRB is, by definition, mapped into multiple PRBs.  The size of a DVRB, SVD, may be larger or smaller than SVL.  N.B. The range of values for DVRBs is FFS, but here it is assumed that a certain allowed range of fractions/multiples of SVL will be defined.
The number of resource blocks to be used for localized (i.e., resource block based) scheduling in a frame is NLVRB. The localized resource blocks assigned need not be contiguous. The number of available physical resource blocks is NPRB. The number of physical resource blocks to be used for distributed allocations (all users) is therefore given by
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and the number of associated subcarriers is Nsc = NDPRB * M  (ignoring the overhead due to reference signals and control for now).  Let the resource allocations for the K users or DVRBs be denoted as lk, k=1, …, K: it is FFS whether to restrict these to integer number of subcarriers, but we will assume this to be true for the purpose of this contribution.  Thus, for the kth user, SVD = lk * N modulation symbols, and the total number of subcarrier resources allocated to the distributed users is
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.  We also define a ‘dummy’ distributed user with resource allocation of ldummy = (Nsc - Nsc1) subcarriers (if the scheduler allocates all the available distributed subcarriers to users, then of course ldummy = 0 and the ‘dummy’ user need not be considered).  In the remaining, we treat the case of K ‘real’ users, with the understanding that if a non-null ‘dummy’ user is created, the same procedure holds, except the number of users is K+1, and the subcarrier locations of the dummy user are populated with null values.
The subcarriers that comprise the PRBs allocated for DVRBs are indexed to form a unique mapping to the set of subcarriers {Si = i, i=1, 2, …, Nsc}.  The virtual resource allocation of the kth distributed user is denoted {Vk(j)} and is a subset of {Si} with size lk .  The frequency diversity has to be maximized for the entire set of users allocated to these DVRBs subject to the resource constraints, by ensuring that the chosen allocation results in the largest average spacing between adjacent subcarriers for all users.  
For example, when the Node B scheduler allocates equal resources for all distributed users, i.e. lk = l for all k=1,…,K, the mapping that results is Vk(j) = Sk+(j-1)K, k=1,…, K and j=1,…,l.  In the general case when the requirements of the different users are unequal, the optimal mapping ensures that the physical subcarrier allocations {Vk(j), j=1,…,lk}  are most evenly distributed across {Si} for all users k.  The following algorithm is used to find solution which is close to optimal:
1. Sort the users according to their subcarrier resource allocations such that 
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2. Set n = 1.  
3. Compute the set of indices 
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, and assign the set of subcarriers 
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 to the nth user with allocation ln.  (N.B.  Other variations include replacing ceil(.) with round(.)  or floor(.) – the choice is FFS )
4. Remove the subcarriers assigned in the previous step from 
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 to form the updated set of subcarriers remaining to be assigned.

5. If 
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A final remaining step is to relate the subsets of {Si}, which are mapped into Vk(i) as above, back to the original subcarrier indices, which may be potentially distributed in different PRBs across the total occupied bandwidth.
7.1.1.2.1.2 Numerical example to illustrate the mapping:

Let the number of users K=4 and the total available distributed resource blocks NDPRB = 2, so that the number of subcarrier resources available is Nsc = 2*M = 50 .   We assume for this example that these 50 subcarriers are in two non-contiguous resource blocks, and are denoted by their indices {1, 2, …, 25, 76, 77, …, 100}.  Without loss of generality, we create a new set of contiguous subcarrier indices for the mapping algorithm to use, by renumbering as below:
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              Eq. 1
Next, let the total allocated subcarrier resources be given by Nsc1 =45, as given by the sum of the following resource allocations for the different users:  l1=20, l2=10, l3=10, and      l​4=5 (example chosen for purposes of illustration of the algorithm only).

Therefore, first we define a 5th, dummy user with l5=5 (Nsc - Nsc1 = 5).  The insertion of this dummy user into the list of ‘real’ users in this case does not change the rank ordering of the requested resource allocations. 

Now, we can compute the subcarrier mapping according to the algorithm in Section 2:

1. Set n=1.  Using the ceil(.) function in the expression in Step 3, we can obtain for the first user:  {V1(i)} = {3     5     8    10    13    15    18    20    23    25    28    30 33    35    38    40    43    45    48    50}.  Next, these subcarrier indices are removed from the overall set of available subcarriers {Si}.

2. Set n=2.  From the reduced set of available subcarriers, we compute the set of subcarriers for the second user:  {V2(i)} = {4     9    14    19    24    29    34    39    44    49}.  These subcarrier indices are also removed from the set of available subcarriers.

3. n=3.  As above, we form the set of subcarriers for the third user as {V3(i)} = {2     7    12    17    22    27    32    37    42    47}.  Again, these subcarriers are removed from the set of available subcarriers.

4. n=4.  Finally, we form for the fourth ‘real’ user {V2(i)} = {6    16    26    36    46}.

5. In this particular example, the dummy user with 5 requested subcarriers is ranked last, and hence it is not necessary to compute the allocation for this.  In general, if the dummy user is inserted anywhere in the middle of the list, then the allocation for the dummy user is computed and removed from the available list just as was done above for the ‘real’ users.  In the end, the subcarriers allocated for the dummy user are, of course, left unused.

6. A final step is to map the indices for the ‘real’ users back into the set of indices for the actual available subcarriers, i.e., undo the mapping  in Eq. (1).  The final mapping is shown in the table below:

	User
	Subcarrier index set

	V1(i)
	3     
	5     
	8    
	10    
	13    
	15    
	18    
	20    
	23    
	25    
	78    
	80 
	83    
	85    
	88    
	90    
	93    
	95    
	98
	100

	V2(i)
	4     
	9    
	14    
	19    
	24    
	79    
	84    
	89    
	94    
	99
	
	
	
	
	
	
	
	
	
	

	V3(i)
	2     
	7
	12
	17
	22
	77
	82
	87
	92
	97
	
	
	
	
	
	
	
	
	
	

	V4(i)
	6    
	16
	76
	86
	96
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


Table 1   Subcarrier index mapping computed for four users with allocated resources l1=20, l2=10, l3=10, and l​4=5,  and Nsc=50 total available subcarriers.
7.1.1.2.1.3 Time-domain evolution of mapping
The DL distributed performance can be further improved through frequency diversity and interference randomization by varying the mapping in the time domain, perhaps as frequently as every symbol (FFS).  For example, once the localized user resource mapping has been determined, the next step is to compute the resource mapping for the distributed users as in Section 7.1.1.2.2.  This mapping determines the initial allocation pattern for that scheduling time unit.  Next, the mapping can be varied (frequency-hopped) in a number of different ways within the resource blocks designated for distributed users as below (which exact one chosen being FFS):
1. Cyclic shift:  the initial mapping is cyclically shifted modulo the number of physical resource elements NPRB by 1 or more units (e.g. the proposal in [4])

2. Reversal:  the initial mapping may be reversed in the frequency domain every symbol

3. Cyclic shift + reversal:  the two methods above may be combined to obtain the mapping every symbol.

3. DL Control Signaling for distributed users
In this section, we examine the overhead associated with signaling the information required by the UEs mapped into the distributed RBs.  Each UE mapped into distributed RBs needs to be informed of the specific subcarriers in the distributed PRBs assigned to it.  In order to efficiently signal this information, we propose that the downlink control channel will carry the data needed by the UE to recreate the same mapping as that used by the Node B.  In other words, the information needed in TR 25.814 v1.2.2 (2006-3) Table 7.1.1.2.3.1-1 under Category 1 Resource assignment for distributed users will include the resource mappings {l1, l2, … , lK+1} as defined in Section 2.
While the exact structure of the DL control channel is FFS, we consider an example here to illustrate the control overhead for signaling a DRB/LRB multiplex as described in this contribution.  We assume that the DL control signaling includes a map of the DRBs and LRBs.  For example, the signaling of the LRBs can be done using a control channel structure such as:
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Next, assuming a subset of the RBs remaining after the above mapping is used for mapping of the DVRBs, the Node B can indicate this information in a couple of different ways:
Case 1. In the jointly coded portion of the DL control channel used for signaling DRB resource allocations, indicate the UEIDs for the users to be mapped into the DRBs, their respective resource allocations decided by the Node B based upon requirements (these are the lk), and the locations of the DRBs (through a bitmap, for example, as below):
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The first field indicates the number of UEs that are mapped into the set of DRBs.  The second field contains the UEIDs and their respective resource allocations (e.g. # of subcarriers).   The third field, as for the LRBs, contains a bitmap indicating the assigned DRBs. This indicates that RBs 0-3, and 9 are available for mapping DVRBs (RBs 5, 6 are not used in this example).
The UEs know the total number of available RBs after the LRBs are allocated through L1 or higher layer signaling, and they can also compute the total number of allocated DRBs (these may both be the same).  Each UE can therefore reconstruct the mapping used by the Node B, and in particular, deduce its own RB/subcarrier mapping.

A note about the resource allocations li signaled in the second field:  in the case when all distributed users have equal numbers of subcarriers allocated, all the l​i are identical.  We could consider a more efficient representation that accounts for this case using a 1-bit field to indicate this condition.  In this particular case, the index of the UEIDs in the field can represent the offset into the PRB.
In the general case of unequal resource allocations, it is FFS how many bits are required.  We can use the li to represent fractions (or multiples) of an RB, without loss of generality, and restrict the range of fractions that the scheduler is permitted to choose from.  This will determine the number of bits needed to represent the li, and the additional overhead compared to the equal allocation case.  Of course, we need to further study the tradeoff between the additional control overhead and any benefits of the increased scheduler granularity.
Case 2.  A second possibility is that the jointly coded portion of the DL control channel, used for signaling DRB resource allocations, indicates only the locations of the DRBs, as below:





where the fields shown are as defined previously.  In this case, the additional information regarding the resource allocations li can be included along with the Cat. 2+3 control signaling in the assigned DRBs.  In this case, the size of the jointly coded control signal for distributed users will not vary with the ratios of  their resource allocations – whether they are all equal or unequal.  Also, sending along the resource allocation information along with the Cat. 2+3 control signaling in an ‘in-line’ manner using separate coding offers a means of limiting the amount of Cat. 1 data that is jointly coded for all users.
The choice between which mode to adopt (between the two cases above) will depend on further studies.
4. Summary

We have described an algorithm that enables the Node B to calculate the best mapping of distributed mode users to available frequency resource blocks, given the possibly unequal resource requirements of the different users.  In addition, the Node B can signal on the downlink control channels the different resource requirements {lk} for the UEs which can enable the UEs to calculate this distributed resource mapping without need for sending a resource map on the downlink.  
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