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1. Introduction

Interference mitigation by Intercell-interference co-ordination/avoidance has been agreed to be covered for the evaluation of the new DL scheme in the TR 25.814. In this document we provide system simulation results for the downlink OFDM modulation interface using an interference coordiation scheme with a network power planning and using pathloss measurements as defined in Sect. 7.1.3.1.2/7.1.2.6.3 of the TR[5]. For reference it is referred to the contributions [2]

 REF _Ref125269344 \r \h 
[4]

 REF _Ref130305742 \r \h 
[6]. The systems with interference coordination and without interference coordination are compared. With respect to the initial simulations the simulations are carried out now for 2Rx antennas at the UE and for 5 MHz and 10MHz bandwidth cases. Detailed explanation is given and the results presented in diagrams are also presented in normalized fashion. 

The cell layout is repeated for completeness in Sect. 2 and the advantages of the scheme are summarized. The simulation conditions are given in the Annex. 

As emphasis, the methodology to make a best to best comparison is explained. This leads to explanation of the desired scheduler for this comparison. Finally the corresponding results are given in Sect. 4 and conclusions are drawn in Sect. 5.

A text proposal containing the system level performance results and intended for somewhere in Section 8.1 of the TR is also included.

2. Cell layout

For the simulation the usual sectorized cell layout as given in Figure 1 was used. As previously proposed and described the interference coordination bases on a distribution of restrictions across neighboring sectors. For that as proposed, a network restriction planning with re-use factor of 7 is used. A resource structure is assumed where the OFDM transmission resources can at least be partitioned in 7 subsets 
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. In this simulation the frequency subset consists of frequency diverse frequency patterns. So in sector 
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 the frequency subset 
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 is restricted in power (by 10 dB). 

This planning is shown in Figure 1 where the number 
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 in each sector indicates a restriction of frequency subset 
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. Here the distribution of restrictions across the sectors is shown with a repetition factor of 7.
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Figure 1: Restriction planning in cell layout used for simulation

This repetition is obtained if as shown in Figure 2 the sectors are drawn as hexagons and a hexagonal cell planning with re-use factor 7 is carried through.

So according to the planning terminals T that “see” a certain sector of number 
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 as their strongest neighbor report this back and get preferably scheduled in downlink on frequency subset 
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 where they experience less interference. If this frequency subset is not sufficient e.g. if there are multiple terminals in the border region to the same neighbor sector also other frequency subsets with no improved SIR are used for scheduling to this terminal.

These constraints can be realized by constraints in the scheduler as captured in the RAN1 internal TR 25.814 [5] 
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Figure 2: Restriction planning showing the sectors as hexagons

2.1. Advantages

The advantages of an interference coordination scheme with distributed small (instead of large) restrictions are shortly summarized:

· For the whole border region there is still 6/7 or 6/9 of the whole spectrum available instead of just e.g. 1/3 in which improved SIR can be experienced

· So additional techniques like interference cancellation or beamforming can still work in this 6/7

· A frequency network planning with re-use 7 or re-use 9 instead of re-use 3 is practically feasible in real topologies.

3. Methodology

Interference coordination shall improve the cell edge bit rate (5%il of CDF mobile bit rate) and the throughput in a sector.

The cell edge bit rate depends very much on the scheduler. It is known that different schedulers re-act differently on the improvements by coordination. So cell edge bit rate alone is not so meaningful. In general depending on the fairness of a scheduler the sector throughput or mean mobile throughput varies e.g. from Round Robin to Opportunistic scheduling. This is why the 5%il mobile rate should be drawn in a curve against the sector or mean mobile throughput as done in the Figure A.2.4-2 in the TR or as shown e.g. in Figure 8. Only both values together provide a complete performance description.

Interference Coordination provides improved SIR at the cell border on certain time/frequency resources. So the value of SIR improvement, the amount of bandwidth in which the improvement can be utilized and the (sector) area where it can be used are relevant factors. So the goal is to measure this improvement in a meaningful way. 

This shall be done by using a best to best comparison, so a scheduler achieving the highest possible sector throughput for a given cell edge (5%il) bit rate without interference coordination is compared against a scheduler achieving the highest possible sector throughput for the given cell edge (5%il) bit rate with interference coordination.

So both schedulers distribute bandwidth to the terminals using a throughput calculation (prediction) to reach approximately for all terminals the same minimum terminal bit rate, then the remaining bandwidth is given to terminals in optimum reception condition to boost the sector throughput. Thus schedulers are employed that maximize the sector throughput under a given 5%il mobile bit rate constraint and which are thus striving for the theoretical optimum.

So the scheduler in case of interference coordination gives preferred frequency subsets to terminals in the border region as long as it is possible, and if these are used up it gives more amount of other frequency subsets to reach the minimum terminal bitrate target. This is sketched in Figure 3.
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Figure 3: Frequency bandwidth allocation by scheduler to terminals arranged according to preferred frequency subsets 
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The frequency allocation as shown in Figure 3 can also be seen as allocation of time/frequency units.

Because in case of interference coordination, the scheduler gives preferred frequency subsets to the terminals where high throughput is reached, here less bandwidth is consumed to reach the minimum terminal throughput and thus more is left over to achieve a high sector throughput. This surplus also takes into account the imposed restrictions in bandwidth. Compared to the case of no interference coordination this then results in an improved sector throughput in most cases.

So in consequence, as desired, the described methodology shows for a scheme the net gain (only) caused by the improved SIR in the border region and comparably quantifies these gains.

This methodology with the max throughput minimum terminal bitrate constrained schedulers was used to produce the results shown below. The methodology gives the effective gains with the best schedulers in each case and thus a meaningful quantification of the improvement by the scheme.

4. Results

The experiment was carried out with the maximum throughput minimum bitrate constrained scheduler for the cases of no network power planning and it was carried out for the case of network power planning. So as described the results are depicted as graphs of 5%il mobile rate against mean mobile throughput and shown in Figure 4 for 30 mobiles per sector on average.
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Figure 4: 5%il mobile throughput versus mean mobile throughput using No Interference Coordination (NoIC) and using Interference Coordination (withIC)

The values are intended here more for a relative comparison and not for an absolute, since in both cases the same settings are used.

For the case of a 5%il mobile bitrate = 50 kbit/s the mobile throughput CDF and the sector CDF are given. The CDF of the terminal throughput is given in Figure 6 for both cases. As result the average mobile throughput is given in the box for both cases. 
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Figure 5: Results of the mobile throughput CDF using No Interference Coordination (NoIC) and using Interference Coordination (withIC)

The CDF of the sector throughput is given in Figure 6 for both cases. In the box the sector throughputs are noted. 
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Figure 6: Results of the sector throughput CDF using No Interference Coordination (NoIC) and using Interference Coordination (withIC)

The results for this case are summarized in Table 1 below.


No Interference Coordination
Interference Coordination with network power planning

5% CDF user throughput
50 kbit/s
50 kbit/s

Average mobile throughput
143.5 kbit/s
196 kbit/s

Average sector throughput
3.8 Mbit/s
5.15 Mbit/s 

Table 1: 5%il rate and Throughput for No Interference Coordination and Interference coordination with network power planning for average 30 mobiles/sector

Thus the ratio between Interference Coordination and No Interference Coordination is here 196/143.5 = 1.37.

So one can that the gain with the Interference Coordination scheme in mobile throughput or sector throughput is in this case a gain or 37% increase.

The graph for 5%il mobile throughput against mean mobile throughput or against sector throughput can also be presented in normalized fashion. Here the mobile throughput or 5%il rate is normalized by the bandwidth per terminal and the sector throughput is normalized by 5 MHz. The results are given below in Figure 7 and Figure 8:
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Figure 7: Normalized 5%il mobile throughput versus normalized mean mobile throughput for 5 MHz
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Figure 8: Normalized 5%il mobile throughput versus normalized sector throughput for 5 MHz

The red curve shows the best scheduler for a system without Interference Coordination and the blue curve shows the result for the best scheduler with Interference Coordination. Any proportional fair or other scheduler will be left of these curves.

So by comparing using the optimal schedulers it is shown that the gain by our method of Interference coordination is at least given by the shown difference.

4.1. 10 MHz case

Further results are now also given for the case of 10 MHz bandwidth. The results are given again in absolute and normalized fashion.
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Figure 9: 5%il mobile throughput versus mean mobile throughput using No Interference Coordination (NoIC) and using Interference Coordination (withIC) for 10 MHz bandwidth

When the mobile throughput or 5%il rate is normalized by the bandwidth per terminal and the sector throughput is normalized by 10 MHz. The results are given below in Figure 10 and Figure 11.
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Figure 10: Normalized 5%il mobile throughput versus normalized mean mobile throughput for 10 MHz
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Figure 11: Normalized 5%il mobile throughput versus normalized sector throughput for 10 MHz

Again, gains of up to 37% can be read from the results. 

Improvements can thus be seen in the range of 20%-35% for high cell edge bit rate scheduling which is high quality of service scheduling. This gain is now a sustained gain. It is valid for all channels and terminal speeds.

Since the strongest interferer is avoided by the mechanism this method can very well be further enhanced by methods mitigating the interference from the remaining second strongest interferer such as interference cancellation.

5. Conclusion

In general depending on the fairness of a scheduler the sector throughput or mean mobile throughput varies e.g. from Round Robin to Opportunistic scheduling. So a curve of the 5%il mobile rate against the sector or mean mobile throughput as done in the Figure A.2.4-2 in the TR gives more insight. Only both values together provide a complete performance description.

The methodology has been explained, that the SIR improvement by interference coordination schemes should be measured by a comparison of the best scheduler for a system without Interference Coordination compared to the best scheduler for the system with Interference Coordination. This leads to the max throughput minimum terminal bitrate constrained schedulers.

In a system simulation with the agreed simulation assumptions on cell layout, path loss, shadowing etc. it has been shown that the proposed Interference Coordination scheme by network power planning can increase the average mobile throughput by up to 37% or a factor 1.37. compared to a system without Interference Coordination in the best to best comparison. The relative improvements are here decisive.

This improvement is a valuable building block necessary to obtain the requirements from TR 25.913. 

Further no communication is necessary between the NodeBs during the operation but only the usual handover signalling from UE to NodeB can be used. It is proposed to capture the found results in the TR.

Start of text proposal for TR 25.814, section 8.1

-----------------------------------------------------------------------------------------------------------------------

8.1
Performance evaluation
.................

Performance improvements obtained from Interference Coordination depend on some factors as e.g. the cell layout, the scheduler and the desired fairness of the scheduling (5%il cell edge bit rate). For schemes using path loss measurements for the scheduling and for high cell edge bit rates, improvements in throughput in the order of 20 - 35 % can be achieved.

..................

-----------------------------------------------------------------------------------------------------------------------

End of text proposal for TR 25.814, section 8.1
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Annex

Annex: Simulation conditions

The simulation conditions are given in the following table following the simulation assumptions [5].

Parameter
Assumption

Bandwidth
5 MHz and 10MHz

TTI length
0.5 msec

Cell layout
Hexagonal grid, 19 cell sites, 3 sectors per site

Inter- site distance
1732m 

Minimum distance between UE and cell site
35 m

Antenna pattern
70-degree sectored beam

Distance dependent path loss
128.1 + 37.6log10(r)

Node B Transmitter transmission power
43 dBm (20 W)

Penetration loss
20 dB

Shadowing standard deviation
8 dB

Shadowing correlation between cells/sectors
0.5 / 1.0

Multipath delay profile
6-path GSM Typical Urban

UE speed
3 km/h (fD = 5.55 Hz)

Number of receiver antennas
2

Multipath interference
Ideal suppression

Table 1 – System Simulation Parameters 


To simulate the HARQ transmission the physical layer BLER curves from OFDM were used using frequency diverse frequency patterns.

Further the following set of basic techniques were applied in the simulations

1. HARQ

· Chase combining for simplicity

· 6-channel SAW same as HSDPA (Round trip delay set to be 6TTI)

2. Scheduler

· The scheduler for the system  without Interference Coordination was elaborated to maximize the sector throughput under the cell edge bit rate constraint as is described above. It can be considered the best possible scheduler for this comparison The scheduler for the system with Interference Coordination uses the improved cell edge rate in the preferred frequency subsets to increase the average sector throughput.


· Control delay is 4 TTI same as HSDPA

3. AMC

· AMC is controlled only by one serving BS.
As traffic model full buffer model from the TR was assumed.
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