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1 Introduction
As a revision from a submission of Denver meeting, this contribution introduces an innovative and systematic solution based on structured LDPC codes with rate matching function in the first time. According to the requirement of 3GPP coding, the range of LDPC code rate suggested here can be variable from 1/4 to 5/6, and the suggested range of information block size can be variable from 40 bits to 5114 bits. Through modifying, shortening and puncturing single predefined uniform base matrix, the structured LDPC codes defined here can be used to support any rate and any code sizes defined above. Due to the flexibility on code rates and code sizes,

the LDPC invented here can be named  “structured LDPC codes with rate matching”.

The code rate of 3GPP turbo mother code is K/(3K+12), so rate-matching module defined in 3GPP standard shall be used to adjust code rates and code sizes of 3GPP turbo codes. Actually 3GPP turbo codes with rate matching can support any code rate and any code sizes, which can be flexibly selected by higher layer (CQI, channel quality indication).

In the new LTE base band, the requirement of high speed data rates will afford more chances to use high code rate codes. As we all know, there are two traditional ways to improve the link efficiency, one is the adoption of higher order modulation, and the other is the adoption of higher code rates. According to our simulation experience, we can find that the second way has the better effect than the first way. So we suggest that high rate codes should be used in the coming LTE PHY. Actually, according to simulation results in this proposal, when code rate is high, we can find that the performance of LDPC has the obvious advantage over that of 3GPP turbo. Another advantage is that LDPC can afford the reliable information (or extrinsic information) of the whole codeword, however turbo code cannot, which means that LDPC coding is more suitable for coded modulation technologies, such as PSAM (pilot aided coded modulation) and BICM (bit interleave coded modulation).

According to some materials, when information block size K>300bits, 3GPP turbo codes will bring obvious performance gain. When K<300bits, based on the consideration of complexity and performance, convolutional codes should be used.  In fact, when code sizes are small, convolutional codes still have absolutely advantage over other codes. From our initial simulation on AWGN, when K<130bits, convolutional codes have better performance; when code sizes K>130bits, 3GPP turbo have better performance. The design of LDPC codes should consider the case above. 

2 Code structure and code description
2.1   Basic description of structured LDPC codes
The Parity check matrix of structured LDPC Codes is defined by a matrix H of size
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, which consists of blocks of circularly shifted identity matrices or zero matrices of size
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, of the form as following:
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If integer
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and P is a 
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standard permutation matrix of the form:
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The size of H is
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There are several basic definitions and concepts for structured LDPC codes. H is the expand matrix of
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, and 
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 is the base matrix of H, and z is the expand factor. As we can see, the information block size K = N-M and N is the codeword block size. Through changing the expand factor z, a LDPC set of variable information length and certain code rate can be obtained.
For example, a matrix H is shown as following:
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Actually a base matrix Hb and an expand factor z together can be used to represent H.  

    z = 3   and   
[image: image17.wmf]b

H

＝ 
[image: image18.wmf]0101

2121

-

éù

êú

ëû


Due to the structured characteristic of parity check matrix, the parity check matrix of LDPC codes can be fully described by small set parameters, which results in very low complexity implementations. Actually we only need base matrix
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, instead of parity check matrix H, to perform encoding and decoding. The encoding and decoding algorithms become the matrix calculation of size
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, the basic structure of encoder and decoder only depends on the positions of the non-negative-one elements in base matrix.

2.2   Structured LDPC Mother Code set with certain code rate and different code sizes

To generate a LDPC code set of a certain code rate and various code sizes, a uniform base matrix 
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is defined. In order to obtain the base matrix of certain code size, the uniform base matrix has to be modified to generate a modified base matrix
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, which will really be used in the encoder/decoder of the LDPC code of certain code size. That is to say, for the LDPC codes of different code sizes and the same code rate, the positions of non-negative-one elements of their base matrices is the same, and the values of non-negative-one elements of their base matrices need to be changed. 
Here is an example of rate 1/2 LDPC codes with different code sizes. A uniform base matrix constructed by us is used to describe the LDPC code set. The code rate of the designed LDPC codes is always 1/2, and the designed information block sizes increase from 192 to 10240, and the increasing step is 16, That is to say, K=192,192+16,192+2*16,192+3*16,…, 10240. The size of base matrix is 16×32，namely, 
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. So expand factors z =12:1:640. One uniform base matrix 
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of rate 1/2 LDPC code set is defined as following:
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To obtain the LDPC code of certain code size, the uniform base matrix above has to be modified and then can be regarded as the base matrix
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, which together with expand factor z can be used to define the parity check matrix H of the LDPC code.
Base Matrix Modification Rule is defined as following:

 For each non-negative-one elements of the uniform base matrix above, the value 
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should be modified. Let 
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represents the i-th row, j-th column element of modified base matrix
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 represents the i-th row, j-th column element of the uniform base matrix
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is the largest expand factor, here equals to 640, and z is the currently used expand factor uniquely corresponding to the currently used code size. 
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 denotes the operation that rounds the elements in it to the nearest integers towards minus infinity.
    The characteristic of our matrix design includes:

1   For all code sizes, the best degree distribution has been selected.

2   For all code sizes, suitable for shortening and puncturing.

3   For all code sizes, no “error floor” exists.

4   For all rows of parity check matrix, row weight is always 8, which decides the complexity of decoder.
Here are two examples of modified base matrix created by single uniform base matrix .

Information block size K= 288
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Information block size K=5120
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Several parity check matrix matrices of different code sizes, namely K = 288, 5120 and 10240, have been depicted in the following Figure 1, 2 and 3 respectively. All three matrices can be generated by expanding their corresponding modified base matrices
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, and 
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 are produced by modifying the uniform base matrix 
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defined in this section. From these figures and vector encoding/decoding methods, we can conclude that the routing of LDPC encoder/decoder can be decided by the modified base matrix of size
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 , instead of the parity check matrix of size
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. Detailed information can be seen in reference [2].
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Figure 1 (N=576, K=288, z=18) parity check matrix of LDPC codes
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Figure 2 (N=10240, K=5120, z=320) parity check matrix of LDPC codes
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Figure 3 (N=20480, K=10240, z=640) parity check matrix of LDPC codes
3 Multi-rate support of LDPC 
By shortening and puncturing the mother code set defined above, LDPC codes can provide flexible code rates. To obtain the LDPC codes of rate lower than 1/2, LDPC can be shortened by removing symbols from the LDPC mother code block. By puncturing parity bits from the LDPC mother code block, LDPC codes of rate higher than 1/2 can be generated.

Assume that K denotes the information block size, N means the codeword block size, the number of parity bits (or equalization) equals to M=N-K, whereas N, K and M all are integers larger than zero. Define that 
[image: image51.wmf]b

m

 denotes the number of rows of base matrix
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, 
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 denotes the number of columns of base matrix
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, and z means the expand factor of structured LDPC codes.

3.1 Shortening operations to obtain LDPC codes of rate less than 1/2

In order to generate the LDPC codes of rate less than 1/2, shortening operations to rate 1/2 LDPC mother codes are needed. The basic design principle is that the number of parity bits generated by mother LDPC codes should be close to M as possibly as we can, which may better utilize the characteristic of structured LDPC mother codes of variable code sizes.  

For the mother code of one dimension, some MSB bits of the information block of mother code shall be filled with zero bits, and the remaining part of information block of mother code shall be filled with input information bits. The degree distribution of LDPC mother code should be selected carefully to ensure the best performance of shortened LDPC codes. There are three steps in the encode process of shortening LDPC mother code to generate (N, K) shortened LDPC codes.

Step 1:  Compute the expand factor
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LDPC mother code can be obtained, here 
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Step 2:  Add 
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 zero bits before the information bits of size K to constitute 
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 bits information block of mother code. Perform the encode process of 
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 mother code, and 
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 parity bits shall be generated.
Step 3: Delete the added zero bits in Step 2. If the number of bits of the remaining codeword block doesn’t equal to N, 
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 parity bits in the tail of codeword still should to be deleted, here y is small.
These three processes of code shortening are depicted in Figure 4. In the first LDPC codeword block, a non-shortened LDPC code is shown. By comparison, a shortened LDPC is shown as the second codeword block. The new codeword length of the code is N. The corresponding information length is given as K. Consequently, the code rate r equals to K/N.
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Figure 4 LDPC Mother Codeword and Shortened LDPC codeword
3.2 Puncturing operations to obtain LDPC codes of rate higher than 1/2

In order to generate LDPC code of rate larger than 1/2, puncturing operations to rate 1/2 LDPC mother codes are needed. The basic design principle is that information block size of mother LDPC codes should be close to M as possibly as we can, which may better utilize the characteristic of structured LDPC mother codes of variable code sizes. If the information block size of mother code is always larger than K, a little zeros bits need to be added before the information block of size K. Then the encode of LDPC mother code shall be performed. Finally, these added zero bits need to be deleted, and further certain amount codeword bits still need to be deleted to generate the codeword of size N.
For the mother code of one dimension, certain quantity parity bits of mother codeword have to be removed. By the way, the degree distribution should be selected carefully to ensure the best performance of punctured LDPC codes. There are three steps to perform the encode process of (N, K) Punctured LDPC codes.
Step 1:  Compute the expand factor 
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 . Based on the uniform base matrix 
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LDPC mother code can be obtained, here 
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Step 2:  Add 
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 zero bits before the information bits of size K , and constitute 
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 bits information block of mother code. Perform the encode process of 
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 mother code , and  
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 parity bits will be generated, here 
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 is always less than z.

Step 3: Delete the added zero bits in Step 2. If the number of codeword bits after the deletion doesn’t equal to N, 
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 parity bits in the predefined position of codeword need to be punctured.
Here the puncture positions are one of the key elements of the performance of punctured LDPC codes, thus the puncture position need to be selected carefully. 

These three processes of code puncturing are depicted in Figure 5. In the first LDPC codeword block, a non-punctured product code is shown. By comparison, a punctured LDPC is shown as the second codeword block. The new codeword length of the code is N. The corresponding information length is given as K. Consequently, the code rate r equals to K/N.
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Figure 5 LDPC Mother Codeword and punctured LDPC codeword

3.3 Shortened-and-Punctured LDPC codes of supporting any rate and any code size

According to the description above, we can merge the description of low rate LDPC codes and that of high rate LDPC codes together. Finally, there are three steps operation as following can cover all cases.
Step 1:  Compute the expand factor according to the formula as following:
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Based on the uniform base matrix 
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LDPC mother code can be obtained, here 
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Step 2:  Add 
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 zero bits before the information bits of size K, and constitute 
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 bits information block of mother code. Perform the encode process of 
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 mother code, and 
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 parity bits can be generated.

Step 3: Delete the added zero bits in Step 2. If the number of codeword bits after the deletion doesn’t equal to N, 
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 bits in the predefined position of codeword need to be deleted.

When code rate
[image: image90.wmf]1/2

r

£


y bits in the tail of codeword block shall be deleted.

When code rate
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Define puncture pattern vector P of size
[image: image92.wmf]b

m

as following:

The elements of vector P are different integers from 
[image: image93.wmf]b

m

 to 
[image: image94.wmf]1

b

n

-

, and the permutation order of these elements in vector P shall be predefined. Here, the size of 
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Label the positions of the bits of the mother codeword block from 0 to
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, then the puncturing positions of y deleted bits in the mother codeword block have been defined:
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4 Performance of rate matching LDPC codes
In this proposal, under the condition of some typical code rates, namely 1/3, 1/2, 2/3, 3/4 and 5/6 and some typical code sizes, namely K=132,265,398,530,1060,2020,5114, the performance of Structured LDPC codes with rate matching has been compared with that of 3GPP turbo codes with rate matching in the figure 6-12. 
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During the comparison, we cannot neglect the tail bits of 3GPP turbo codes, actually according to the rate matching algorithm, for 1/2,2/3,3/4 and 5/6 turbo codes , a part of tail bits shall be deleted. So the code rate of 3GPP turbo codes accurately equals to 1/3, 2/3, 3/4, and 5/6. For example, when K=132 and R=1/3, the codeword length N=396; when K=132 and R=1/2, the codeword length N=264.

Comparing with 3GPP turbo codes of rate matching, when code rate is higher than 1/2, the performance of structured LDPC code defined here is obviously better than that of 3GPP turbo codes.

When code rate is variable between 1/2 and 1/3, their performance is very close.  Considering the advantage of rate matching LDPC codes in some key elements regarding on decoding complexity, decoding delay and power dissipation, LDPC codes with rate matching function shall be a good choice.

By the way, our rate matching module can be verified by the programme provided by MATLAB 

 (C:\MATLAB6p5\toolbox\commblks\commblksdemos\swcdma_ratematching.c). Our results are fully agreeable. The performance of our mother codes is agreeable with [3][4]。By the way, we have co-simulated the performance of 3GPP turbo with Intel; actually we have the same performance, so we convince that our performance of 3GPP turbo codes is correct and reliable.
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                                        Figure-6    K=132, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
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Figure-7     K=265, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
[image: image110.png]BLER

Cherinel: AWGN ModulationQPSK. Information Block Size:398 TurborLog-MAP Maxhtemer=8 LDPC:Log-BP Maxhemer=50(ayered-LogEP M=25)
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Figure-8      K=398, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
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                                        Figure-9      K=530, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
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Figure-10   K=1060, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
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Figure-11   K=2020, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
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Figure-12 K=5114, code rate = 1/3, 1/2, 2/3, 3/4, 5/6
5 Conclusion

Through performance simulation here and complexity/throughput analysis in [2], the comparison of LDPC codes and turbo codes have been described in table following:. 
	
	LDPC

	3GPP Turbo

	Decoder

Throughput 
	If only one decoder for base-band chip is utilized , it can fully satisfy throughput requirement of UL/DL PHY of LTE (flexible, high)
	If only one decoder for base-band chip is utilized, it can cannot satisfy throughput requirement of UL/DL PHY of LTE (low)

	Decoder

Complexity
	In general, the complexity of LDPC is obviously less than that of 3GPP turbo codes.

 

	Decoder

Performance


	In general, when code rate is 1/3~1/2，the performance of two codes is similar.

	Interleave/

De-interleave
	Not needed 
	Needed

	Extra tail bits

(12 bits) 
	Not needed 
	Needed

	Extra 

CRC bits
	Not needed
	Needed



	Power dissipation
	Low
	High

	IR HARQ

support
	OK

	OK


	Rate Matching

support


	OK

Code rate : 1/4 ~5/6

Information size: 40~5114
	OK

Code rate : 1/3 ~5/6

Information size: 40~5114


Actually according to the throughput requirement, if only one decoder is utilized for base-band chip, it is impossible for turbo codes to be used in such high throughput condition .However; LDPC codes can easily satisfy the throughput requirement of LTE due to the flexible parallel characteristic, and because of the perfect structure of LDPC codes, hardware cost can be easily adjusted according to the actual throughput requirement. From coding theory, we find that turbo codes are only a special kind of LDPC codes, so they have many common characteristics, which can be seen in the table above.  

LDPC codes are the new coding scheme, so the improvement of LDPC codes still exists. If enough time, common cooperation and effort are provided, LDPC codes with flexible code rate and code sizes can be found and used in the future mobile communication system, especially when code sizes are large. We are glad to cooperate with other companies in 3GPP with regard to the application of LDPC codes. Any technical doubt can be sent to xu.jun2@zte.com.cn or bao.guoping@zte.com.cn.
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