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1. Introduction

The main purpose of the random access procedure is to obtain uplink time synchronization and to obtain access to the network. In [1], a random-access mechanism has been described. First, the UE synchronizes to the downlink, after which it transmits a preamble with sufficient guard time to allow for the (large) time-uncertanity due to the propagation delay. After having received a time alignment message from the NodeB, the necessary higher-layer signaling is transmitted on scheduled resources. For the first step, a contention-based physical random access channel has been proposed as is illustrated in Figure 1. A subframe of 0.5 ms is reserved for random-access once per TPRACH-REP (for larger cells, one or multiple additional subframe(s) may be reserved for random access transmission to account for the increased timing uncertainty).
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Figure 1: Time-frequency mapping of physical random-access transmission.

2. Preamble design

2.1. Sequence selection

In the first step, the UE transmits a preamble in the 0.5ms random-access subframe. Sufficient guard time TGP shall remain to cover the initial timing misalignment of the uplink transmission. The timing misalignment amounts to 6.7 (s/km.  For a UE-NodeB distance less than 15 km, TGP=100 (s is sufficient, leaving approximately 400 (s for the preamble. In case of very large cell sizes, additional guard time can be obtained by extending the random-access window by additional sub-frame(s).

Figure 2 shows the timing and duration of the random-access preamble relative to the random access sub-frame.
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Figure 2: Random-access sub-frame and corresponding preamble.

The empty signal period TDS at the beginning of the preamble serves as guard period to transmissions in the previous subframe and should be matched to the maximum expected delay spread of the channel; it is in the order of 5 μs. The long guard period trailing the random-access preamble avoids interference of the random-access preamble into the subsequent uplink frame at Node B and has length of TGP + TDS = 100 + 5 μs. The additional time TDS in the trailer is added to enable simple frequency-domain processing of the random access preamble. Thus, the “active” random-access preamble duration is approximately 500 s - TGP - 2∙TDS = 390 μs.

The requirements on the sequence comprising the random access preamble are two-fold: in order to estimate the arrival time of the random access preamble at Node B and derive the timing alignment value for the UE, a sequence with a very good Auto-Correlation Function (ACF) is required. On the other hand, also the Cross-Correlation Function (CCF) is important, since the CCF determines the robustness that the correct random access signature is identified among all possible signatures. A sequence that has ideal (periodic) ACF and CCF properties is the Zadoff-Chu sequence‎[2]

 REF _Ref130620276 \r \h 
‎[3]: the periodic ACF of Zadoff-Chu sequence is only non-zero at time-lag zero (and periodic extensions) and the magnitude of the CCF is equal to the square-root of the sequence length. It is therefore proposed to use Zadoff-Chu sequences applied in time-domain for the construction of the random-access signatures. The mathematical expression for the random access signature reads then
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with 
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 denoting the sequence-index. The sequence-length 
[image: image5.wmf]p

N

should be chosen as prime number. In addition, the  total length should span approximately 390 μs. An attractive candidate for the sequence length is therefore 
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 different Zadoff-Chu sequences exist, thus providing 
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different random access signatures. 

To distinguish between different UEs that may simultaneously attempt an access, a UE shall randomly select a signature out of a group of signatures. For each new attempt, a new random selection shall be carried out. The preamble shall have good auto-correlation properties in order for the NodeB to obtain an accurate timing estimate. In addition, the different preambles should have good cross-correlation properties in order for the NodeB to distinguish between simultaneous access attempts for different UEs using different signatures

In order to suppress inter-cell interference, adjacent NodeBs shall use different groups of signatures. In this contribution, each group contains 16 signatures from which the UE can select one. If multiple time/frequency resources are reserved for random access   in one NodeB (for example by adding additional 1.25 MHz bands as shown in Figure 1), the same signature group is used for all random-access channels.

Preferably, the sequence would allow preamble detection in the frequency domain. A description of a frequency-domain receiver implementation is presented in Appendix A.

2.2. Detection performance

The performance is evaluated here in terms of miss-detection rate for specific false detection rates. An analysis of the false alarm rate can be found in Appendix B. In order to facilitate frequency-domain implementations, the input signal preferably has cyclic properties. This can be achieved by placing a cyclic prefix in front of the preamble or – as shown in Appendix A – by a zero-padding and “overlap-and-add” method.  A more detailed analysis for both cases is provided in Appendix B and C. In the following we outline the general receiver processing that is applicable if the received signal has cyclic properties – and is therefore directly applicable not only to cyclic prefixed signals but also to signals without cyclic prefix after “overlap-and-add” has been applied. The cyclic signal properties not only enable efficient frequency-domain signal processing but also give access to the periodic autocorrelation functions of the preamble sequences which are always better than their a-periodic counterparts. 

The absolute square of matched filter output (normalized with an estimated noise variance) is used as the decision variable. A preamble candidate is detected if at least one of its corresponding decision variables within a search window exceeds a pre-determined threshold. The detection procedure can be formulated as follows. For a matched filter corresponding to preamble candidate v, the decision variable is given by the following non-coherent antenna accumulation
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where 
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 is the matched filter output corresponding to the cyclic correlation between the received signal 
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 at antenna i and the preamble with index v, given by
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where 
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 denotes the preamble length (excluding cyclic prefix if present). If at least one decision variable within the search window of size
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In the analysis of detection process, we consider that the decision variables are statistically independent within the search window. Furthermore, we assume that estimated noise variance is replaced by true value and is equal for all antenna branches. 
A miss-detection is defined as the event of failing to detect a preamble when it is transmitted. To evaluate the probability of this event, we assume that only one preamble is transmitted, and that the detector corresponding to that preamble does not detect anything. In Appendix C, the miss-detection rate is derived for a one tap static channel with AWGN as well as frequency selective and flat fading channels. A more thorough mathematical analysis is presented in Appendix C.

2.3. Numerical evaluation

In this section we present numerical results for the case that the preamble is not prefixed by a cyclic prefix but “overlap-and-add” is used to generate the cyclic signal properties. The performance of preamble detection is here evaluated based on requirements of false alarm rate and miss detection rate. For the false alarm rate, 1% and 0.1% were assumed. The results presented here, illustrate the miss detection rate for different channel models in terms of the preamble energy per noise spectral density, denoted by  
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where S/N is the signal to noise ratio at the matched filter input. It is assumed that the preamble has a length of 
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 MHz at the matched filter input, this corresponds to a preamble duration of 399 s and a search window (which corresponds to the TGP+TDS) of approximately 100 s. This corresponds to a maximum cell radius of
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The miss detection rates are illustrated in Figure 3,  Figure 4 and Figure 5  for a one tap static channel, the GSM Typical Urban channel models and flat fading channels, respectively. 

2.4. Preamble length and possibility for RA message within the random-access burst
We have proposed a preamble of approximate length 400 (s. This, together with the need for a guard time of approximately 100 (s, obviously leaves no room for an explicit random-access message as part of the random-access burst.

This can also be argued for based on more fundamental coverage discussions, i.e., a shorter preamble would not provide sufficient coverage, given limitations in the UE output power.

First it should be recognized that the preamble-detection performance (required Ep/N0) is relatively independent of the exact length of the preamble, as long as the preamble is of decent length. Thus one could in principle reduce the preamble length without seriously affecting the required Ep/N0, provided that the preamble power is increased correspondingly. However that would obviously impact the coverage, i.e. the maximum cell size.

Let us assume that a preamble Ep/N0 = 16 dB is required for decent RA performance (compare Figure 3-5 below). Let us also assume that, as a minimum, a data rate R = 64 kbps should be provided on the cell border. Finally, let us assume that this data rate can be achieved with an Eb/N0 in the order of 2 dB.

Simple power balancing provides the following relation 
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where Tp is the preamble length. With the assumed values, this gives as a minimum preamble length in the order of 400 (s. This implies that, from a coverage point-of-view, a random-access burst of 0.5 ms (including a guard-time in the order of 100 (s) is actually “on the edge” and would definitely not have room for an explicit message part. Also note that other assumptions regarding the supportable cell-edge data rate (an even lower rate) would lead clearly lead to a random-access coverage issue.
3. Conclusions

A proposal has been made for the E-UTRA random access preamble:

· GCL sequences are used for the random access preamble because of their superior auto- and cross-correlation functions.
· The sequences are divided into groups and each NodeB is allocated a single group. The UE randomly selects one of the sequences from the group corresponding to the cell to which the random access is directed.
· The minimum preamble length amounts to 400 s, leaving no room for a payload.
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Figure 3. Miss-detection rate as a function of preamble energy to noise spectral density for AWGN. 
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Figure 4. Miss-detection rate as a function of preamble energy to noise spectral density for GSM Typical Urban channel model. 
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Figure 5. Miss-detection rate as a function of preamble energy to noise spectral density for flat fading channels. 

Appendix A: Frequency-domain Implementation

Instead of relying on time-domain processing, it is possible to do the random-access detection in the frequency domain. One possible implementation is outlined below. 

In this implementation, no cyclic prefix is inserted into the preamble. However, if the overlap-and-add operation shown in Figure 2 is applied to the received signal prior to the DFT operation, the signal becomes periodic with fundamental period N. The two guard periods TDS inserted before and after the random-access preamble insure that the signal obtained after the overlap-and-add operation stems only from the random access preamble(s) and not from any other uplink (data) signal. The signal after the DFT corresponds to the cyclic convolution of channel impulse response hn and the transmitted random-access preamble pv(n). 
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Figure 2: Time-domain representation of a) transmitted preamble, b) received preamble when UE is close to Node B, and c) received preamble when UE is at the cell border.

The correlation against all possible signatures is now performed in the frequency-domain, i.e. multiplied with the frequency-domain representations PvPu(k) of all possible candidate signatures pvpu(n). As in section 2.1 above, each cell has a group of 16 different random-access signatures assigned to it, i.e. in total 16 branches exist.

The signals obtained after these multiplications correspond in time-domain to the cyclic convolutions of channel impulse response hn and periodic ACF and CCF Ru,v(n), which can be transformed back into the time domain through the use of an IDFT. For each branch, a detector is used, where e.g. the output from the IDFT is compared to a threshold in order to decide if corresponding sequence was received. In this manner several sequences might be detected; one for each branch. A peak detector can be used to detect those branches (i.e. sequence indices vu) having a magnitude larger than a threshold.

If the signature estimate u=v is correct, the signal obtained at branch vu is the cyclic convolution of the channel impulse response hn and the periodic ACF Rv,vn) – which has ideal properties. This signal is therefore an estimate of the channel impulse response and the delay; the peak position of the signal indicates the time of arrival of the random-access preamble from which the timing alignment value for the UE can be calculated. 

Appendix B. False Alarm Rate

A false detection is defined as the event of detecting a preamble when no preamble is transmitted. In this case, the received signal at the matched filter input is modified to
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This decision variable 
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degrees of freedom. The probability of false alarm or false detection rate is given by
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which is the probability that at least one decision variable 
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 denotes a Cumulative Density Function (CDF) for a (non-) central chi-squared distributed random variable with number of degrees of freedom 
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 is given in Figure 6. As mentioned above, the false detection rate is independent of the noise variance
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In the NodeB receiver, a correlation shall be performed for 16 different preamble sequences. The overall false alarm rate will become
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where PFA is the false alarm rate for a single sequence. In order to get an overall false alarm rate PFA_16 in the order of 1%, the single false alarm rate PFA must be in the order of 0.1%.
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Figure 6. False detection rate as a function of threshold.

Appendix C: Missed Detection Rate

The absolute square of matched filter output (normalized with an estimated noise variance) is used as the decision variable. A preamble candidate is detected if at least one of its corresponding decision variables within a search window exceeds a pre-determined threshold. The detection procedure can be formulated as follows. For a matched filter corresponding to preamble candidate v, the decision variable is given by
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where 
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where 
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In the analysis of detection process, we consider that the decision variables are statistically independent within the search window. Furthermore, we assume that estimated noise variance is replaced by true value and it is equal for all antenna branches, i.e. 
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A miss-detection is defined as the event of failing to detect a preamble when it is transmitted. To evaluate the probability of this event, we assume that only one preamble is transmitted and the detector corresponding to that preamble, does not detect anything. In the following, the miss-detection rate is derived for a one tap static channel with AWGN as well as frequency selective and flat fading channels.

Miss-detection rate for static channels

In this case, the received signal at the matched filter input is given by
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where the last two terms are the real and imaginary parts of the noise filtered though the matched filter, where each is zero mean Gaussian distributed with variance 1. The first term has a mean equal to 
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The probability of miss-detection is defined as the probability that no decision variable 
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Here 
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Miss-detection rate for fading channels

The frequency selective channel is modeled by an FIR 
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Assume, without any restriction that 
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Therefore, the decision variable
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Apparently, for a flat fading channel, the above expression is used  when L=1 and 
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Performance of “overlap-and-add” preamble detector

In an overlap-and-add approach, the trailing samples of the received signal are added to the first samples. This means that samples in this overlapped region of the vector with used samples, contains twice as much noise as the rest of the samples. Denote the length of the overlap region as
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The output from the matched filter contains received samples from all parts of the vector with used samples. Thus, a simple model is to assume that the impact of this overlap-and-add approach results in an increased noise variance in the same order as the length of this overlap region i.e.
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where 
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denotes an “overlap fraction”. With a preamble length of approximately 
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 which corresponds to a decrease in signal to noise ratio of approximately 1 dB. Thus, for an “overlap-and-add” approach, the performance decrease with 1 dB compared to using a cyclic prefix.  However, an “overlap-and-add” approach allows for using longer preamble sequences compared to using a cyclic prefix, such that transmitted preamble energy increase more than this loss in performance.
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