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1. Introduction

Frequency domain channel-dependent scheduling is beneficial in improving the user and cell throughput performances in the E-UTRA uplink using SC-FDMA radio access [1]-[4]. However, the use of a wideband pilot channel for CQI measurement (or sounding) regardless of the channel conditions may cause a reduction in throughput due to large interference to other cells and an increase in CQI measurement error due to a decreased pilot power density. Therefore, we proposed a frequency domain channel-dependent scheduling scheme employing an adaptive transmission bandwidth of the pilot channel with the minimum resource block bandwidth of 1.25 MHz or narrower [5]. In [4], we elucidated that employing the adaptive transmission bandwidth of a pilot channel is effective in that a narrow pilot transmission bandwidth is beneficial in improving the user throughput at the cell edge by reducing inter-cell interference and by improving the CQI measurement accuracy. However, we assumed a full queue model in [4] as a traffic model. Therefore, although the user throughput using an adaptive pilot transmission bandwidth is improved, the cell throughput is slightly reduced. Therefore, this paper compares the packet call throughput employing an adaptive transmission bandwidth of the pilot channel and a fixed pilot channel transmission bandwidth in frequency domain channel-dependent scheduling assuming a real traffic model, i.e., constant cell throughput, in the E-UTRA uplink.
2. Frequency Domain Channel-Dependent Scheduling with Adaptive Transmission Bandwidth of Pilot Channel for CQI Measurement in Uplink SC-FDMA

For frequency domain channel-dependent scheduling in the uplink, the pilot channel must be transmitted with a wideband, which covers the entire bandwidth of frequency blocks to be scheduled. Based on the measured CQI over each resource block within the assigned frequency block, Node B assigns the transmission band to each user equipment (UE) according to the transmission bandwidth, which accommodates the amount of traffic requested from each UE. However, we must consider the following negative impact of the wideband pilot channel transmission.

· Increased inter-cell interference especially from the UE at the cell edge

· CQI measurement error due to the decreased received signal power density when the transmission power of the UE is restricted

Both of these factors reduce the achievable throughput gain of frequency domain channel-dependent scheduling compared to time domain only channel-dependent scheduling.

Therefore, to address this problem, we proposed adaptively controlling the transmission bandwidth of the pilot channel for CQI measurement in frequency domain channel-dependent scheduling [5]. Figure 1 illustrates the principle of the proposed method. For the UE at the cell edge, i.e. with large path loss, the transmission bandwidth of the pilot channel for CQI measurement is controlled so that it is narrower. Therefore, by avoiding excessively wide band transmission for the pilot channel, other-cell interference of the pilot channel and CQI measurement error are adequately alleviated. This brings about increased cell and user throughput especially at the cell edge.
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Figure 1 – Proposed adaptive control of the transmission bandwidth for pilot channel for CQI measurement

In the adaptive pilot transmission bandwidth method, the following two transmission bandwidths are defined.

· Payload transmission bandwidth

· This indicates the maximum transmission bandwidth of the subsequent data channel.

· The bandwidth is decided by the UE capability, amount of traffic, and/or required data rate.

· Pilot transmission bandwidth

· This indicates the maximum transmission bandwidth of the pilot channel for CQI measurement.

· This bandwidth is equal to the payload transmission bandwidth or wider.

· This bandwidth is decided based on the channel conditions (e.g., path loss or signal-to-interference plus noise power ratio (SINR)), UE capability, and the amount of traffic.

Based on the reported information related to UEs, the Node B assigns a frequency band for pilot channel to each UE. According to the assigned frequency band, UEs transmit the pilot channel. Figure 2 shows an example of the pilot channel transmission and data channel assignment based on frequency-domain channel dependent scheduling with adaptive pilot transmission bandwidth.
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Figure 2 –  Pilot channel transmission example in frequency domain-channel dependent scheduling with adaptive pilot transmission bandwidth

3. Performance Evaluation of Frequency Domain Channel-Dependent Scheduling Scheme with Adaptive Pilot Transmission Bandwidth

3.1. Simulation Setup

In this paper, we investigated the performance of the proposed frequency domain channel-dependent scheduling scheme with an adaptive transmission bandwidth for the pilot channel from the viewpoint of the achievable packet call throughput. In the system level simulation, the CQI measurement error and inter-cell interference caused by wideband pilot channel is taken into account.

Table 1 lists the major parameters in the system-level simulation, which follow the agreed parameters in [6]. The system bandwidth is 10 MHz. We assumed the inter-site distance (ISD) of 1732 m and the penetration loss of 20 dB. The number of UEs per cell is 32.

Table 1 – System-level simulation parameters
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Remarkable simulation assumptions are described hearafter.

· Traffic Model
In order to investigate the advantage employing an adaptive transmission bandwidth of pilot channel compared to a fixed pilot transmission bandwidth in frequency domain channel-dependent scheduling, we assume the Gaming model [7] as a traffic model emulating a real traffic environment. This is because in the Full queue model and Simple on-off traffic model, an increase in the user throughput at the cell edge is achieved at the sacrifice of a slight reduction in the user throughput near the cell site. However, in a real traffic environment, the amount of traffic offered to each UE may be constant. Therefore, in the Gaming model, the increase in user throughput contributes to a reduction in the data transmission time assuming a constant cell throughput. Table 2 gives the parameters and Fig. 3 depicts the Gaming model. We assumed two different data gram sizes, 1500 bytes and 576 bytes (Model 1 and Model 2, hereafter). In the following evaluations, we tested two scenarios. In the first scenario, Model 1 traffic is assumed for all UE. In the second scenario, 50% UEs near the cell site have the traffic based on Model 1 and remaining 50% UEs near the cell edge have traffic based on Model 2. In the following evaluation, the packet call throughput is defined as
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Table 2 –  Gaming model Parameters
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Figure 3 –  Source-traffic generation in Gaming model
· Inter-cell Interference Caused by Pilot Channel for CQI Measurement
Inter-cell interference caused by the pilot channel for CQI measurement is considered in the system-level simulation. The current working assumption for the pilot channel is a time division multiplexing (TDM) structure within a sub-frame. However, we assume that the pilot channel is continuously distributed over the entire sub-frame duration with the same total transmission power as that of the TDM structure. Thus we assume that all the long data blocks within a sub-frame suffer from the same level of interference from the pilot channels of the other cells. Moreover, the pilot channel is transmitted only when the UE has traffic to be transmitted.

· CQI Measurement Error 
CQI measurement error using the pilot channel is considered in the channel dependent scheduling using the proportional fairness criterion. We first measure the CQI measurement error as a function of the SINR of the pilot channel in the link-level simulation and the CQI measurement error is modeled using a lognormal distribution with a different variance according to the SINR value of the pilot channel. Then, we add random errors following a lognormal distribution to the CQI value in the system-level simulations. Detailed assumptions on the CQI measurement error are given in [4]. 

· Frequency Domain Channel-Dependent Scheduling
Proportional fairness-based channel dependent scheduling is used. In frequency-domain channel dependent scheduling, the allocation of the resource blocks to each UE is restricted by the bandwidth of the pilot channel of each UE. Furthermore, the allocation of the resource blocks is also limited to the expected value of the achievable SINR. Thus, Node B does not allow excessive allocation of the resource blocks if the UE cannot satisfy the target average SINR for the assigned resource blocks due to the limitation of the maximum transmission power. Figure 4 shows a flowchart of the frequency domain channel-dependent scheduling.
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Figure 4 –  Operational flow of resource block assignment in frequency domain channel dependent scheduling
· Link Adaptation
As link adaptation of the uplink data channel, the adaptive modulation and channel coding scheme (AMC) and slow transmission power control (TPC) are applied. Table 3 lists the modulation and coding rate including the spreading factor (MCS) set. The control interval of the MCS selection is 0.5 msec. Slow TPC is based on the average receiver SINR at the Node B. We assumed that the slow TPC is ideally performed based on the path loss between UE and Node B and the interference plus noise power that is observed at the target Node B averaged over 1 sec. The CQI measurement error is not considered since sufficient averaging effect is expected. The target SINR of the data channel is set to 14 dB for all the scheduling methods after optimization. Meanwhile, the target SINR of the pilot channel is also set to 2 dB after optimization.

Table 3 –  MCS Sets
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3.2. Simulation Results

First, we evaluated the packet call throughput assuming that all the UEs have the same traffic based on Model 1 in Table 2. Figures 5(a) and 5(b) show the cumulative distribution function (CDF) of the packet call throughput. Figure 5(b) is an enlarged version of Fig. 5(a). In the adaptive pilot transmission bandwidth, when the SINR of the pilot channel with a 5-MHz bandwidth is not kept above the threshold value, THSINR, the transmission bandwidth of the pilot channel is changed to 1.25 MHz (this corresponds to time-domain channel dependent scheduling). Threshold THSINR is parameterised in Fig. 5. In addition, frequency domain channel-dependent scheduling with a fixed 5-MHz pilot channel and only time domain channel-dependent scheduling with a fixed 1.25-MHz pilot channel are evaluated for comparison. For all the cases, the cell throughput is approximately 3.1 Mbps. Figure 5 (a) shows that by applying frequency domain channel-dependent scheduling, the packet call throughput is significantly increased compared to time-domain channel dependent scheduling in a high throughput region where the CDF is greater than 0.15, i.e., approximately 85% probability. In the proposed method, by decreasing THSINR, the achievable performance in a high packet call throughput region approaches that for the frequency domain channel-dependent scheduling with a fixed 5-MHz pilot channel, since the number of UEs with a 5-MHz pilot channel is increased. On the other hand, Fig.5 (b) shows that in a low packet call throughput region, i.e., at the cell edge, the achievable packet call throughput with frequency domain channel-dependent scheduling with a fixed 5-MHz pilot channel is degraded compared to time domain channel-dependent scheduling with a fixed 1.25-MHz pilot channel. This is because the excessive transmission bandwidth of the pilot channel causes large other-cell interference and CQI measurement error due to the limitation of the transmission power. However, by using the proposed adaptive pilot transmission bandwidth, almost the same packet call throughput at the cell edge can be attained as that for time domain channel-dependent scheduling. The proposed adaptive pilot transmission bandwidth can increase the 5% packet call throughput by 10% compared to frequency domain channel-dependent scheduling with a fixed pilot transmission bandwidth. As a whole, the proposed method with THSINR of -6 dB can achieve the same packet call throughput at the cell edge compared to time domain channel-dependent scheduling, while fully achieving the important merit of increased packet call throughput by using frequency domain channel-dependent scheduling for UEs near the cell site.
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(a) Overall performances
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(b) Enlarged version for low throughput region

Figure 5 –  Comparison based on packet call throughput performance (Model 1)
Next, we further evaluated the packet call throughput when half of the UEs near the cell site have traffic based on Model 1 and the other half of the UEs near the cell edge have less traffic based on Model 2 in Table 2. 


Figures 6(a) and 6(b) show the cumulative distribution function of the packet call throughput. Figure 6(b) is an enlarged version of Fig. 6(a). Similar to Fig. 5, we can see that frequency domain channel-dependent scheduling can increase the packet call throughput for the UE near the cell site compared to time-domain channel dependent scheduling due to the increased multiuser diversity effect. The packet call throughput of the proposed method with the THSINR of -6 dB in relatively high throughput region is almost the same as frequency domain channel-dependent scheduling with a fixed pilot bandwidth. Meanwhile, from Fig. 6(b), in this mixed traffic model, the packet call throughput of the proposed method with the THSINR of -6 dB is greater than both time domain channel-dependent scheduling and frequency domain channel-dependent scheduling with a fixed pilot bandwidth. The reason why the proposed method increases the packet call throughput at the cell edge compared to time domain channel-dependent scheduling that although both schemes use a 1.25-MHz pilot bandwidth at the cell edge is that since fewer time-frequency resources are used by the UEs near the cell site thanks to the higher data rate by employing frequency-domain channel dependent scheduling, more time-frequency resources are allocated to the UEs near the cell edge. The gain from the 5% packet call throughput of the proposed method with the THSINR of -6 dB is approximately 20% compared to that for frequency domain channel dependent scheduling with a fixed pilot transmission bandwidth.
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(b) Enlarged version for low throughput region

Figure 6 –  Comparison based on packet call throughput performance (Mixed Models 1 and 2)
4. Conclusion

This paper investigated the packet call throughput of the proposed adaptive transmission bandwidth for the pilot channel for CQI measurement in frequency domain channel-dependent scheduling assuming the Gaming model emulating a real traffic environment. The simulation results elucidated that by employing the adaptive pilot channel bandwidth in frequency domain channel-dependent scheduling, we achieve almost the identical packet call throughput for the UE near the cell site compared to that in frequency domain channel-dependent scheduling with a fixed pilot bandwidth, while the packet call throughput for the UEs near the cell edge can be increased by approximately 10 to 20%.
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