
3GPP TSG-RAN WG1 #44bis
R1-060939
Athens, Greece

Oct 10th – 14th, 2005

Agenda item:
8

Source: 
Qualcomm Europe

Title: 



Incremental complexity of SIC receivers for PARC

Document for:
Discussion

1 Introduction

In this contribution the incremental complexity of SIC receivers for MIMO relative to linear receivers is addressed. As a baseline, the method for complexity evaluation as described in [1] is used. It turns out that even in the case where buffering is required for two samples per chip, the incremental baseband complexity of a 2x2 MIMO receiver using Successive Interference Cancellation between streams (SIC) relative to a linear receiver is about 20%. The relative baseband complexity increase for a 2x2 MIMO SIC receiver compared to a 1x2 LMMSE receiver is about 130%.
2 Incremental SIC complexity

During RAN1 meeting #44, there was a controversial debate over complexity increase between liner MMSE MIMO receivers and MIMO receivers using successive interference cancellation between streams (SIC). In what follows we are producing complexity results with the same methods as used in [1] taking into account some missing points. In .
) was copied from [1], a relatively pessimistic picture of the complexity increase dues to the SIC architecture was drawn. For reference the following table (Table 2 in [1]
Table 1. Relative complexity factors as provided in "Table 2" of .

	Parameter
	Relative complexity

	
	1X buffering
	2X buffering

	1X2 LMMSE at 1X
	1 (baseline)

	2X2 LMMSE (single output only) at 1X
	1.8

	(Sub) Chip level buffering
	2.7
	5.4

	Other: Turbo encoding, interleaving, chip level subtraction, SRRC filtering (at NX), WHT transform, channel multiplication
	0.5 

(the additional complexity of SRRC filtering at 2X is small)

	Total relative complexity for 2X2 SIC
(relative to 1x2 LMMSE)
	6
	8.7


We observed several flaws in the complexity analysis of [1]:

· It was clearly stated in the conclusions of [1], that the relative complexity of a 2x2 linear MMSE would be about 2x the complexity of a 1x2 linear MMSE receiver. When calculating the relative complexity of the 2x2 SIC receiver, the baseline complexity of the 1x2 LMMSE and the complexity of the 2x2 LMMSE were added to the buffering and overhead complexity of the 2x2 SIC receiver. So beside the SIC specific complexity components, the 1x2 LMMSE (normalized complexity of 1) and the 2x2 LMMSE (normalized complexity of 1.8) were added. We believe this is incorrect. Only the complexity of the 2x2 LMMSE should be added into the overall complexity of the 2x2 SIC receiver. The normalized complexity of 1 corresponding to the 1x2 case should not be added when computing complexity for the case of SIC.

· It was assumed in [1], that for each I and Q sample 8 bits of A/D resolution would be used. This is excessively high. A resolution of 4 bits in I and Q would already result in 20 dB signal-to-quantization noise ratio, which is already 3 dB above the agreed simulation assumption of a maximum SNR of 17 dB. Therefore, using 8 bits for A/D conversion in I and Q is an overkill. It would actually correspond to 44 dB signal-to-quantization noise ratio. Using 4 bit resolution in I and Q should be a much more realistic assumption. This would scale the buffering complexity to more realistic values of 245 kbits (chip_x1) or 490 kbits (chip_x2). The normalized complexity numbers for the (sub) chip level buffering should therefore be 1.35 or 2.7, respectively.

· The memory requirements needed for the incremental redundancy combining has been completely neglected in [1]. A full capable UE that supports 15 codes with maximum data rate according to Rel-5 has already to support 172,800 soft input memory locations in the IR buffer. Note that this would be for conventional Rel-5 single stream operation. Using 8 bit quantization of the soft input IR values (which is a conservative level), this corresponds to 1,382.4 kbits of memory that the turbo decoder and IR combining unit need to access. The read/write speed of that memory needs to be in the order of 14,400 kByte/s (28,800 bytes per TTI) which is similar to the speed requirement of the (sub) chip level buffering (7680 kByte/s for chip_x1 or 15,360 kByte/s for chip_x2). So even if we assume only the 1,382.4 kbits of memory that a Rel-5 full capable terminal would already need today for IR combining (not taking into account RLC buffers or memory for processing of EUL), this would translate into a normalized complexity of 7.59 compared to the (logic) complexity of the 1x2 LMMSE if the same mapping of memory-to-logic complexity is used as in [1]. Note, in [1], 490 kbits correspond to a normalized complexity of 2.7 compared to 1x2 LMMSE logic. To be pessimistic we will assume that a MIMO capable UE would need twice the IR memory (assuming that the number of HARQ processes could double in worst case).

· Absolutely NO (sub) chip level or symbol level buffering was assumed for the 1x2 LMMSE reference case in [1], although the receiver has to cope with the decoding of HS-SCCH which is not time aligned with HS-PDSCH. The UE only knows which codes to despread, demodulate and ultimately decode, once (after) it decoded the information on HS-SCCH. Even in sub-optimum implementations that only use part I for HS-SCCH decoding – which of course causes a performance penalty compared to full TTI decoding of HS-SCCH – there would be the need to buffer some minimum amount of samples or symbols (e.g. 1 slot). Although not taking into account any chip level buffering (which would already be needed for soft combining of R99 channels) does not seem like a realistic assumption we will not alter it in what follows.

· The assumption of a normalized complexity of 0.5 for “Turbo encoding, interleaving, chip level subtraction, SRRC filtering (at NX), WHT transform, channel multiplication” relative to the 1x2 LMMSE seems also a very pessimistic assumption. Nevertheless, we will also keep this one unaltered.

Table 2. Resulting complexity metrics.

	Parameter
	Relative complexity

	
	1X buffering
	2X buffering

	1X2 LMMSE at 1X
	1 (baseline)

	IR buffer for soft input memory locations 
	7.6 (SIMO)
15.2 (MIMO)

	2X2 LMMSE (single output only) at 1X
	1.8

	(Sub) Chip level buffering
	1.4
	2.7

	Other: Turbo encoding, interleaving, chip level subtraction, SRRC filtering (at NX), WHT transform, channel multiplication
	0.5
(the additional complexity of SRRC filtering at 2X is small)

	Total normalized complexity for 1x2 LMMSE
	8.6

	Total normalized complexity for 2x2 LMMSE
	17

	Total normalized complexity for 2x2 SIC
	18.9
	20.2

	Total relative complexity for 2X2 SIC versus 1x2 LMMSE
	2.2
	2.3

	Total relative complexity for 2X2 SIC versus 2x2 LMMSE
	1.1
	1.2


So with keeping basically all assumptions the same as in [1]Table 2, except from using 4 bits A/D in I and Q and adding the complexity that the IR buffer causes, we get the results in .

It is evident that if at least the IR buffer size is taken into account, the complexity comparison in  cannot hold. The complexity increase between 2x2 SIC and 2x2 LMMSE is just in the order of 20% when chip_x2 buffering is assumed. 

3 Conclusions

The baseband complexity of a 2x2 SIC receiver only increases very moderately compared to a 2x2 LMMSE receiver for MIMO. If complexity beyond base band processing is taken into account, this increase of complexity becomes very small.
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