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1. Introduction
Pre-coding is a promising approach for improving MIMO performance.  At the RAN1 Ad Hoc on LTE in Denver, a unitary pre-coding technique was presented that provided beam-forming gain, low feedback overhead, low computation, and the flexibility to support various antenna configurations and numbers of data streams [2-4].  In this contribution, we provide further evaluation results for the previously presented system, including channel estimation, receiver complexity estimates, and system level performance.   

2. Recap of the Precoding Scheme 
Node B specifies the feedback period of UE. UE feeds back quantization indexes every period that has N TTIs. Node B multiplies the fed back beamforming matrixes cumulatively to track channel variation between two feedbacks. Namely, the current beamforming matrix is
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where
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 is the previous beamforming matrix and 
[image: image3.wmf](

)

j

V

~

 is the latest fed back matrix. If the fed back matrix is n by k and k<n, it is expanded to n by n by adding n-k orthogonal, unitary columns, where the added columns are not unique. UE observes the channel matrix
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s from pilots and computes the updated beamforming matrix 
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. It first computes singular value decomposition (SVD) of 
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that is the latest, observed channel matrix or the predicted channel matrix in middle of the next transmission period as
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(2)
In codebook-based precoding, the receiver quantizes the ideal beamforming matrix using stored codebooks and sends back the quantization bits. The receiver decomposes the n by k matrix into k unit vectors of dimensions n, …, n-k+1 recursively column by column. One unit vector with a decreasing dimension is quantized per iteration. The quantization indexes are fed back to the transmitter and the beamforming matrix is reconstructed recursively.  The distribution of codeword vectors are uniform for one-shot application and concentrated about [1 0…0]T for continuous feedback application.
The quantization of the beamforming matrix 
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, denoted by V in short, is illustrated by an example, where there are 4 transmit antennas and 3 receive antennas. The generalization of the example to any other antenna configuration is straightforward. In the example, UE only needs to quantize at most three columns of V since the channel supports at most three modes. If the UE observes only two usable spatial channels, it only quantizes the first two columns. 

The V matrix is quantized column by column and recursively as illustrated in Fig. 2. After the quantization of one column, the size of the problem is reduced by one on both row and column dimensions.  Denote the beamforming matrix as
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(4)

The first column of V denoted as v1 is quantized as
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where C1 is a codebook containing unit 4-vectors for quantization. 
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has the maximum inner product among all unit vectors in the codebook. The codebook is constructed such that the codeword vectors distribute on the n-dimension complex unit sphere as uniformly as possible for one shot feedback and concentrate at 
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 for continuous tracking feedback. Additionally, the first element of each codeword is set to be real for the next step. In one shot mode, UE generate one feedback per Node B request and there is no coherence between two adjacent beamforming matrixes. 
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Figure 1. Illustration of recursive quantization of beamforming matrix.
A Householder reflection matrix is constructed as
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where 
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.  If
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, Householder reflection converts the first column and row of V into
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 as shown in (7), where 
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is the phase of
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, there will be nonzero residuals in the off diagonal entries of the first column and row.
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(7)
where two properties are employed to get the result, i.e. 
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is real and V is unitary property. Since both F1 and V are unitary, V2 is unitary.  From (7), we see that the size of  V2  is 3 by 2 and it is reduced from that of V1 by one on both row and column dimensions. Recursively, we repeat steps in (5), (6), and (7) on V2 as follows.  First, we quantize the first column of V2 denoted as v2, using another codebook of unit 3-vectors, whose first element of each codeword is real.  Then, we construct a Householder reflection matrix and multiply it with V2 as follows.  These steps are illustrated in Fig. 1.

[image: image25.wmf]{

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

ú

û

ù

ê

ë

é

=

3

2

21

11

2

2

0

.

0

0

.

0

0

.

0

V

V

F

v

v

e

j

(

(

f






(8)

Finally, the vector v3 is quantized by a codebook of unit 2-vectors.  The quantization indexes of v1, v2, and v3 are feedback to Node B, i.e. the transmitter, for beamforming.  It is worth noting that the phases 
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don’t need to be sent back.  
3. Receiver Complexity
We show the performance of two types of codebooks.  The first is a “one-shot” codebook while the second is a continuous (called a “tracking”) codebook. There are three vector codebooks that comprise the “one-shot” codebook. The vector codebooks have dimensions 4, 3, and 2 and have 64, 32, and 16 vectors respectively. In order to reduce overhead for continuous feedback mode that is the most common mode, another three vector codebooks are used for the “tracking” codebooks.  They have the same dimensions but smaller sizes of 16, 8, and 4 vectors respectively.
The receiver complexity is computed in terms of CORDIC operations, since CORDIC blocks are relatively easy to implement in hardware. Each CORIDC unit employs only one adder, one shift unit, and one sign gate. It iteratively rotates a matrix or vector with simple additions and shifts.  Table 2 lists the complexity in numbers of CORDIC operations for various antenna configurations, with the maximum number of data streams for the configuration.   The SVD computations use two-sided Jacoby rotations following [8].  
	
	2x2,2 streams
	3x3, 3 streams
	4x4, 4 streams
	2x1, 1 stream
	4x2, 2 streams
	4x3, 3 streams

	SVD 
	19
	288
	810
	5
	93
	489

	V quantization with “one-shot” codebook
	64
	300
	967
	64
	891
	967

	V quantization with “tracking” codebook
	
	
	1600
	16
	680
	1600


Table 1:  Receiver complexity in CORDICs
The worst-case computation is the 4x4 SVD and the quantization with the “tracking” codebook.  The total workload for this computation requires a total of 2567 CORDIC operations.  Assuming an internal clock of 100MHz, and assuming each CORDIC operation takes 50 clocks, it requires 2567*50/100 = 1.28 ms.  Therefore, one CORDIC block over 1.28 ms (3 TTI periods) is sufficient to complete this task. Since one CORDIC unit takes less than 200 gates, the circuit cost and the power consumption is negligible compared to other units in the receiver for physical and MAC layers. 
4. SLS Performance Results
4.1 Simulation assumptions
The simulation methodology and assumptions are based on TR25.814 [6].  We assume full buffer traffic models and proportional fair scheduler. Based on CQI information, the scheduler is able to independently allocate resource blocks to different UEs in the same subframe . For convenience, we assume that 3 contiguous resource blocks are allocated to each user.  Dependent on choice of modulation and coding (MCS) scheme, the input bit stream length is adjusted to map to 3 resource blocks (Table 3, Section 6.1).  Hence, the coded data block of a user spans 75 subcarriers × 1 subframe, which implies that in a 10 MHz band 600/75 = 8 users can be accommodated per subframe.  In case of MIMO transmission with rate 2, the input block size is doubled to maintain the mapping to 3 resource blocks. It is assumed that the transmitter has ideal knowledge of precoding vectors.  A linear MMSE receiver is used to demodulate multiple spatial steams.

Further details of link layer and system level assumptions are found in Section 6 (Appendix).
4.2 CDF of SINR

Figure 2 shows cumulative density function of effective SINR for various MIMO configurations.  The effective SINR  is defined as the SINR required to achieve average capacity across sub-carriers in a coded block.  This metric is used as PHY abstraction mapping between link and system level simulations in [7], and is also a useful channel quality indicator.  It is seen from Table 1 that for rate 1 schemes the average effective SINR  increases by the spatial diversity order, 10log10(Tx × Rx).  For rate 2 schemes, the SINR increases by degrees of freedom remaining after the 2 spatial streams are separated, which is 0 for 2×2 configuration, and 2 for 4×2 configuration.
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Figure 2 Case 1 –CDF of effective SINR’s across all users
Table 1: Case 1 – Average effective SINR
	Scenario
	Configuration 
	Effective SINR

[dB]
	        w.r.t Reference

	1 (ref)
	1x1 
	3.05
	

	2
	1x2
	6.45
	+ 3.40 dB

	3
	2x2 (r=1)
	9.40
	+ 6.35 dB

	4
	2x2 (r=2)
	2.69
	- 0.36 dB

	5
	4x2 (r=1)
	11.85
	+8.80 dB

	6
	4x2 (r=2)
	6.15
	+ 3.10 dB


4.3 Spectral efficiency

The following table shows average spectral efficiency for MIMO configurations, including a downlink overhead of 29% as specified in TR25.814.  It is seen that 2x2 configurations increase the spectral efficiency by approximately 30%, while up to 110% relative gain in spectral efficiency is possible with 4x2 configurations.

Table 2: Case 1 SE - Full buffer – 10 users per sector

	Scenario
	Configuration 
	OFDMA 0.5 ms TTI

375 KHz sub-bands

[b/s/Hz]
	% w.r.t Reference

	1 
	1x1 
	1.49
	

	2 (ref)
	1x2
	2.09
	

	3
	2x2 (r=1)
	2.63
	+ 26%

	4
	2x2 (r=2)
	2.97
	+ 42 % 

	5
	4x2 (r=1)
	3.25
	+ 56 %

	6
	4x2 (r=2)
	4.39
	+ 110 % 


5. Conclusions

In this contribution, we show the receiver complexity and power consumption of MIMO precoding [3] is negligible. In addition, we show that significant gains in spectral efficiency can be achieved from unitary MIMO precoding.  These gains can be up to 110% for MIMO configuration with 4 transmits antennas and 2 receive antennas. The feedback overhead in uplink is increased, but can be kept low by feeding back only 1 CQI per resource block (single codeword MIMO), and indices of quantized codebook vectors as shown in [2,3,4].  We propose that unitary precoding for 4x2 configuration is supported in MIMO framework for 3GPP LTE.
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7. Appendix
7.1. Link simulation assumptions
Table A.1.1-1 shows key link level assumptions.  

Table A.1.1-1 – Link Level issues for achieving alignment

	Issues
	Details

	DL Modulation
	QPSK, 16QAM, 64QAM

	Coding for data channel and Mother code rate
	Turbo, 1/3

	Non-ideal receiver functions
	Ideal channel estimation 

	Link Mappings 
	EESM



The PHY abstraction chosen for link to system level mapping is EESM.  The EESM abstraction optimizes a parameter beta to fit the SINR distribution per coded block to an AWGN curve.  The EESM beta values for select MCS schemes (based on their spectral efficiency) and 1x1 configurations (SISO case) are given in table below:

Table 3 – Choice of MCS Schemes and Beta
	Mod
	Input Size
	Spectral Efficiency
	Optimized Beta

	QPSK1/3
	300
	0.67
	1.1

	QPSK1/2
	450
	1.0
	1.4

	QPSK3/4
	674
	1.5  
	1.3

	16QAM1/2
	900
	2.0
	3.1

	16QAM3/4
	1350
	3.0  
	4.2

	64QAM2/3
	1800
	4.0
	11.4

	64QAM3/4
	2025
	4.5
	13.6


The following figure shows accuracy of EESM abstraction:
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The beta values are optimized for each MIMO configuration.  We consider the 4x2 configuration, rates 1 & 2.  Note that for rate 2, the input block size is twice that of Table 3, but number of coded subcarriers remains same.  The figures below show the fit of optimal beta with respect to AWGN reference for the 2 schemes.
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7.2. System simulation assumptions

We model a macro-cellular system with baseline parameters described in Table A.2.1.1-2 [6].   Some key assumptions are summarized in following tables:

Macro-cell system simulation parameters

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance
	500m

	Frequency Reuse
	1

	Carrier Frequency / Bandwidth
	2 GHz

	Channel model
	Typical Urban (TU) with spatial extension

	Spatial channel model
	Tx/Rx correlation matrices

	Tx correlation 
	0.25

	Rx correlation
	0

	UE speed
	3km/hr

	Total BS TX power (Ptotal)
	46dBm - 10MHz carrier

	Inter-cell interference modeling
	DL: Explicit modeling of frequency selective interference

	Macro-diversity
	Users dropped uniformly in a cell of 3R radius 

	HARQ
	Chase combining, Synchronous, Non-adaptive 

	Delay between retransmissions
	6 sub-frame (3ms)

	Maximum retransmissions
	3

	Target PER
	10%


OFDMA simulation parameters

	Parameter
	Assumption

	Subframe duration
	0.5ms

	Transmission BW
	10MHz

	Usable subcarriers
	600

	CP Length 
	Short

	Number of OFDM symbols per subframe
	6 (data) + 1 (pilot) 


Scheduling parameters

	Parameter
	Assumption

	Resource block/per user
	25 subcarriers x 6 symbols

	CQI feedback delay 
	3 TTI

	Scheduler
	Proportional Fair

	PF latency parameter
	10
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