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1. Introduction
At the RAN1 Ad Hoc on LTE in Sophia-Antipolis, a baseline downlink OFDM numerology [1] was agreed upon, making it possible to efficiently proceed with the detailed downlink design (including pilot designs, control channels, MIMO schemes, etc.).  Precoding is one promising approach to improve MIMO performance. In this contribution, a codebook-based precoding scheme is depicted, whose codebook consists of unitary vectors. Three vector codebooks are stored in both Node B and UE. UE quantizes the ideal beamforming matrix by several bits and feeds back the quantization bits. Node B reconstructs the quantized beamforming matrix and conducts transmit beamforming. The design criterions are to achieve: 

a) high beamforming gain,

b) low feedback overhead,

c) low computation and storage complexities,

d) flexibility to support various antenna configurations and different numbers of data streams.
Link level results are described in the end of the contribution and [3] while system level results are in [2].
2. Summary
In MIMO transmit beamforming, transmitter multiplies k input data streams with an n by k beamforming matrix, where n and k are the numbers of transmit antennas and active spatial channels respectively. In codebook-based precoding, the receiver quantizes the ideal beamforming matrix using stored codebooks and sends back the quantization bits. The receiver decomposes the n by k matrix into k unit vectors of dimensions n, …, n-k+1 recursively column by column. One unit vector with a decreasing dimension is quantized per iteration. The quantization indexes are fed back to the transmitter and the beamforming matrix is reconstructed recursively.  The distribution of codeword vectors are uniform for one-shot application and concentrated about [1 0…0]T for continuous feedback application.

The advantages of this scheme are as follows:

1. It is scaleable and flexible, requiring only n-1 unit vector codebooks for all combinations of n Tx antennas and k streams. 

2. It enables adaptive modulation and power loading on the different streams for further performance gain.

3. Simulations demonstrate that 2-9 bits/5ms/25subcarriers delivers 3 dB gain over space-time coding in continuous feedback application. 
4. The total complexity can be shown to be a little more than that of one SVD.

5. The performance is near ideal even for speeds up to 120 kmph.

3. Application Scenario and System Model
The application scenario is illustrated in Fig. 1. Node B specifies the feedback period of UE. UE feeds back quantization indexes every period that has N TTIs. Node B multiplies the fed back beamforming matrixes cumulatively to track channel variation between two feedbacks. Namely, the current beamforming matrix is
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 is the previous beamforming matrix and 
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 is the latest fed back matrix. If the fed back matrix is n by k and k<n, it is expanded to n by n by adding n-k orthogonal, unitary columns, where the added columns are not unique. UE observes the channel matrix
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The delta update of beamforming matrix is computed as 
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The UE quantizes 
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 and sends quantization indexes to Node B for the next period of transmission. 
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Figure 1.  Illustration of continuous feedback and downlink transmit beamforming. UE feeds back quantization indexes every N TTIs. Node B sends beamformed signal 
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, where j and i are transmit TTI index and feedback period index respectively; 
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 is the accumulated beamforming matrix reconstructed at Node B; k is the number of data streams. 
It should be noticed that the degree of freedom of channel matrix
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 the number of receive antennas. Since only 
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. In addition, when channel variation between two feedbacks is small, 
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 is close to identity matrix. This causes the vector codebook in next section concentrating about 
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4. Column by Column Quantization

The quantization of the beamforming matrix 
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, denoted by V in short, is illustrated by an example, where there are 4 transmit antennas and 3 receive antennas. The generalization of the example to any other antenna configuration is straightforward. In the example, UE only needs to quantize at most three columns of V since the channel supports at most three modes. If the UE observes only two usable spatial channels, it only quantizes the first two columns. 

The V matrix is quantized column by column and recursively as illustrated in Fig. 2. After the quantization of one column, the size of the problem is reduced by one on both row and column dimensions.  Denote the beamforming matrix as
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The first column of V denoted as v1 is quantized as
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where C1 is a codebook containing unit 4-vectors for quantization. 
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has the maximum inner product among all unit vectors in the codebook. The codebook is constructed such that the codeword vectors distribute on the n-dimension complex unit sphere as uniformly as possible for one shot feedback and concentrate at 
[image: image30.wmf][

]

T

0

,

,

0

,

1

L

 for continuous tracking feedback. Additionally, the first element of each codeword is set to be real for the next step. In one shot mode, UE generate one feedback per Node B request and there is no coherence between two adjacent beamforming matrixes. 
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Figure 2. Illustration of recursive quantization of beamforming matrix.
A Householder reflection matrix [6] is constructed as
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where 
[image: image33.wmf]ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

=

-

=

41

31

21

11

1

1

1

ˆ

ˆ

ˆ

1

ˆ

ˆ

v

v

v

v

e

v

w

.  If
[image: image34.wmf]1

1

ˆ

v

v

=

, Householder reflection converts the first column and row of V into
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(7)
where two properties are employed to get the result, i.e. 
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is real and V is unitary property. Since both F1 and V are unitary, V2 is unitary.  From (7), we see that the size of  V2  is 3 by 2 and it is reduced from that of V1 by one on both row and column dimensions. Recursively, we repeat steps in (5), (6), and (7) on V2 as follows.  First, we quantize the first column of V2 denoted as v2, using another codebook of unit 3-vectors, whose first element of each codeword is real.  Then, we construct a Householder reflection matrix and multiply it with V2 as follows.  These steps are illustrated in Fig. 1.
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Finally, the vector v3 is quantized by a codebook of unit 2-vectors.  The quantization indexes of v1, v2, and v3 are feedback to Node B, i.e. the transmitter, for beamforming.  It is worth noting that the phases 
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don’t need to be sent back.  For high speed and low complexity, the codebooks are optimized so that their sizes are no greater than 16 for continuous mode and 64 for one-shot mode. Since the codebook size is small, the Householder matrix for each codeword may be stored beforehand to reduce computational complexity. The pseudo code of quantization algorithm for a general beamforming matrix is listed in Appendix. 

It should be noticed that the quantization scheme differentiates between beamforming matrixes that have permuted columns of the original V matrix. This property is useful for bit and power loading across spatial channels. In OFDMA mode, resource is allocated block by block to subscribers, where each block may consist of 25 subcarriers. Since there is strong coherence between adjacent subcarriers, one feedback per block may be sufficient. The coherence across subcarriers can be exploited to reduce feedback overhead also for wideband, where UE feeds back beamforming matrixes for multiple blocks. The codebooks for continuous tracking feedback, which exploits the time coherence, can be employed in frequency domain in the same fashion to reduce overhead. 
5. Reconstruct Beamforming Matrix
At the transmitter side, the reconstruction of the beamforming matrix V at Node B is shown in Fig. 3. It starts from the lowest dimension and recursively constructs the whole matrix.  In each step, a Householder matrix is computed from a reconstructed unit vector. The Householder matrix can be computed and stored beforehand for small codebooks.  Even in the case that there is no quantization error, the reconstructed matrix could be different from the original V by a global phase on each column and this is fine with closed loop MIMO.  First, two vectors,
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, are reconstructed using the feedback quantization indexes and the corresponding 2-vector and 3-vector codebooks.  Second, we compute a Householder matrix using the reconstructed 
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Figure 3.  Illustration of the reconstruction of beamforming matrix at Node B.

where 
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 is the reconstructed 3-vector; F2 can be stored beforehand to reduce computation.  Third, V2 can be reconstructed as

[image: image51.wmf]ú

ú

û

ù

ê

ê

ë

é

=

3

2

2

ˆ

0

0

0

1

ˆ

v

F

V







(10)

Fourth, we reconstruct the first column of V using the quantization index and compute a Householder matrix as
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where 
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 is the reconstructed first column of V.  Finally, the beamforming matrix V is given by
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Since the codebook size is less than 16 (or 64), which is small, the Householder matrix for each codebook entry can be stored beforehand to speedup the reconstruction. The reconstructed matrix can be used for the block of 25 adjacent subcarriers.
6. Feedback Overhead
We show the performance of two types of codebooks.  The first is a “one-shot” codebook while the second is a continuous (called a “tracking”) codebook. There are three vector codebooks that comprise the “one-shot” codebook. The vector codebooks have dimensions 4, 3, and 2 and have 64, 32, and 16 vectors respectively. In order to reduce overhead for continuous feedback mode that is the most common mode, another three vector codebooks are used for the “tracking” codebooks.  They have the same dimensions but smaller sizes of 16, 8, and 4 vectors respectively. The feedback overhead for various antenna configurations are summarized in Table 1. 

Table 1  Feedback overhead of the proposed schemes for eight antenna and data stream configurations. 

	
	2×2,

1 stream
	2×2,

2 streams
	4×2,

1 stream
	4×2,

2 streams
	4×3,

1 streams
	4×3,

2 streams
	4×3,

3 streams
	4×4,

1 streams
	4×4,

2 streams
	4×4,

3 streams
	4×4,

4 streams

	Continuous mode

(bits per 25 subcarrier per feedback period)
	2
	2 
	4
	7
	4
	7
	9
	4
	7
	9
	9

	“one-shot” mode

(bits per per 25 subcarriers per feedback period)
	4
	4
	6
	11
	6
	11
	15
	6
	11
	15
	15


7. Performance Results

Details of link layer and channel-modeling assumptions are found in the Appendix.

We choose the following antenna configurations and rates to get a representative selection: 

1. Rate-1, 2x2 (2 Tx antennas at Node B, and 2 Rx antennas at the UE).  Under the same antenna configuration, we compare the pre-coded system with a space-time block-coded (STBC) system using the rate-1 Alamouti code plus Maximal Ratio Combining (MRC).

2. Rate-2, 4x2 (4 Tx antennas at Node B, and 2 Rx antennas at the UE).  In this case, we compare the pre-coded system with the following (STBC) system from [5].
3. Rate-3, 4x3 (4 Tx antennas at Node B, and 3 Rx antennas at the UE).  In this case, we compare the pre-coded system with the reduced-layer V-BLAST system. 

Figure 3 shows block error rate (BLER) results for 2×2 with 1 data stream, where modulation is QPSK and FEC code rate is 1/3.  The beam-forming gain over the Alamouti code plus MRC, is 2.5 dB.  We see that the performance degradation due to quantization is 0.15 dB from ideal feedback, at even at speeds of 120 km/ph.   The continuous mode has the same performance as the “one-shot” mode with half of the feedback overhead of the “one-shot”.   Using a simple capacity calculation, for 400-800 b/s in the uplink, we get a downlink gain of 181 kbps per 25 subcarriers, where 25 subcarriers correspond to 375 kHz.  
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Figure 4.  Downlink beam-forming block error rate (BLER) results for 2x2 with 1 data stream.  There are two transmit antennas at Node B and two receive antennas at the UE.
Figure 4 shows BLER results for 4×2 with 2 data streams, where modulation is 16QAM and FEC code rate is 2/3.  The beam-forming gain over the space-time code [5] is between 3-4 dB, depending on the speed.  The performance degradation due to quantization is 0.8 dB from ideal even at speeds of 120 km/hr.   The continuous mode has the same performance as the “one-shot” mode with 62% of the feedback overhead of the “one-shot”.   The “one-shot” mode works fine even at 120 km/h with 0.6 dB degradation from 3 km/h.  Using a simple capacity calculation, for 1.4-2.2 kbps in the uplink, we get a downlink gain of 1.354 Mbps per 25 subcarriers.  
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Figure 5.  Downlink beamforming block error rate (BLER) results for 4×2 with 2 data streams. There are four transmit antennas at Node B and two receive antennas at UE.
Figure 5 shows BLER results for 4×3 with 3 data streams, where modulation is 64QAM and FEC code rate is 2/3.  The beam-forming gain over space-time code is between 3-3.5 dB.  The performance degradation due to quantization is 0.8 dB. The continuous mode has the same performance as the “one-shot” mode with 60% of the feedback overhead of the “one-shot”.  The “one-shot” mode works fine even at 120 km/h with 0.9 dB degradation from 3 km/h.  Using a simple capacity calculation, for 1.8-3.0 kbps in the uplink, we get a downlink gain of 2.374 Mbps per 25 subcarriers.  
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Figure 6. Downlink beamforming block error rate (BLER) results for 4×3 with 3 data streams. There are four transmit antennas at Node B and three receive antennas at UE.
8. Conclusions

In this contribution, we have depicted a low-complexity quantization and feedback scheme using three vector codebooks for unitary MIMO precoding. Each codebook has a small size. They can quantize any unitary beamforming matrix for up to four transmit antennas and up to four streams. We show that the degradation due to quantization is within a dB and the code-book methods work even at high speeds (120 km/hr).  We also show that for a few kbps of feedback cost incurred in the uplink, we get Mbps gain in the downlink.  We propose that the codebook scheme is supported in MIMO framework for 3GPP LTE.
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10. Appendix
Recursive Quantization Algorithm:
1. Compute singular value decomposition of the downlink channel matrix H with size m by n, and obtain the first k columns of the beamforming matrix V, where k is the number of active spatial channels. 

2. Let 
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3. For i = 1 : min(k,n-1)
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3.3. Record the index of 
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in the codebook for feedback. 

3.4. Construct a Householder reflection matrix as
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 and e1 is the unit vector with all zero elements except the first equal to one. 

3.5. Conduct Householder reflection on 
[image: image67.wmf]V

~

as
[image: image68.wmf]V

F

V

~

i

=

)

. To reduce complexity, one only needs to compute columns and rows of 
[image: image69.wmf]V

)

 other than the first one. 

3.6. Update 
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4. End

Tables A.1 and A.2 show some of the key link-level and channel modeling assumptions.  

Table A.1– OFDMA simulation parameters
	Issues
	Details

	DL Modulation
	QPSK, 16QAM, 64QAM

	Coding for data channel and Mother code rate
	Turbo, 1/3, 2/3

	Non-ideal receiver functions
	Ideal channel estimation 

	Subframe duration
	0.5ms

	Transmission BW
	10MHz

	Usable subcarriers
	600

	CP Length 
	Long

	Number of OFDM symbols per subframe
	4 (data) + 2 (pilot) 

	RB size
	25 tones, 1 sub-frame

	Block size
	960 bits

	HARQ
	None

	Target PER
	1%


Table A.2 – Channel model assumptions
	Parameter
	Assumption

	Carrier Frequency / Bandwidth
	2 GHz

	Channel model
	Typical Urban (TU) with spatial extension

	Spatial channel model
	Tx/Rx correlation matrices

	Tx correlation 
	0.2

	Rx correlation
	0

	UE speed
	3km/h, 120 km/h

	HARQ
	None

	Target PER
	1%

	Feedback delay (between channel estimation and beam-forming application)
	2 TTI=1ms

	Feedback period
	5 ms (3 km/hr), 0.5 ms (120 km/hr)
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