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1. Introduction

In RAN1#43, several companies presented system level simulation results for MIMO UTRA. Per-antenna rate control (PARC) was simulated by most companies. The results were compiled in [1] with varying degrees of agreement and disagreement which may partially be caused by the differing set of simulation assumptions used by different companies. Among all the assumptions, the HS-PDSCH power for the MIMO UE and the receiver scheme seem to be the determinants for the MIMO gain in UTRA. In particular, the gain of PARC in UTRA was demonstrated to be more noticeable when the SIC-type receiver (instead of linear receiver) is used along with the optional 75% HS-PDSCH power assumption (instead of the mandatory 50% HS-PDSCH power [2]).
Other than performance, the complexity impact of PARC should also be evaluated especially for the UE. Contribution [3] provided some UE complexity analysis assuming the use of linear MMSE receiver. However, the companion contribution [4] demonstrated that more noticeable gain can only be obtained when a more advanced receiver structure – that is, the SIC-type – is used. 
In this contribution, we discuss the following factors that complement the system level performance evaluation for MIMO UTRA:
· Receiver complexity: We analyze the complexity impact of SIC-type receiver relative to linear receiver. It is demonstrated that some significant increase in the relative complexity is observed.
· Impact of MIMO on the non-MIMO UE’s

As a conclusion of this contribution, we propose the following:

· Receiver complexity should be taken into consideration in selecting the MIMO scheme for further evaluation in UTRA. In particular, a scheme that has minimum impact on the UE complexity should be preferred provided that its performance is comparable with the other alternative schemes. For example, a MIMO scheme that achieves good performance with LMMSE receiver should be preferred to a scheme that relies heavily upon a more complex non-linear receiver.
· In addition, the impact on the non-MIMO UE’s should also be evaluated in accordance to what was suggested in the MIMO TR [6].
2. Receiver complexity analysis of SIC-type receiver
This analysis was in part presented in the RAN1#43 MIMO ad-hoc. As noted in the Introduction, a complexity comparison for the 1X2 LMMSE to 2X2 LMMSE has been given in [3]. However no complexity estimation for the SIC has been done. Here we analyze the complexity of the 2X2 serial interference cancellation (SIC)-type receiver relative to the complexity of a 1X2 LMMSE receiver. A block diagram of the SIC-type receiver for a 2X2 PARC scheme is shown in figure 1 below:
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Figure 1: Block diagram of SIC used in [4] 
The total complexity for the receiver has to be calculated based not only upon the logic complexity but also the memory buffering needed. Since both the logic complexity and the memory complexity has to be taken into account, the comparison is done using the total chip area needed to implement the 1X2 LMMSE, the 2X2 LMMSE and the 2X2 SIC.
As shown in figure 1 above a chip/sub-chip level buffering for the received signal from the two antennas is needed. We now do the following assumptions as given in table 1 for calculating the amount of chip level buffering that may be needed:
Table 1: Assumptions for calculating the additional buffering for SIC
	Buffering for receive antennas
	2

	I, Q
	2

	Number of TTI’s for buffering
	2

	Number of ADC bits/chip
	8

	Oversampling per chip 
	N=1, 2


We consider two chip sampling factors for buffering: 1X and 2X. 1X chip sampling is quite conservative as it is quite susceptible to timing errors. In practice, 2X chip sampling for buffering and cancellation may be preferred as it provides more robustness to timing errors.
Based upon the assumptions in table 1, the total chip level buffering can be calculated to be; 

… (1)

Here N is the chip sampling factor for the buffering. 
As given in equation (1) the total chip level buffering for the SIC is estimated to be 490 Kbits and 980Kbits for 1X and 2X chip sampling, respectively. We now need to do a comparison of the complexity in the terms of the chip area of the (gates+memory) that may be needed to implement the 1X2 LMMSE as compared to the (total gates + memory) for 2X2 SIC. Assuming the gate area density and memory density for 90 nm technology, the relative complexity for the different blocks of the SIC is given in table 2 below. The complexity for the 2X2 LMMSE is reduced compared to [3] to reflect the fact that the 1X2 LMMSE and 2X2 LMMSE in figure 1 may share some of the hardware.
Table 2: Breakdown for the estimated complexity for the 2X2 SIC is given

	Parameter
	Relative complexity

	
	1X buffering
	2X buffering

	1X2 LMMSE at 1X
	1 (baseline)

	2X2 LMMSE (single output only) at 1X
	1.8

	(Sub) Chip level buffering
	2.7
	5.4

	Other: Turbo encoding, interleaving, chip level subtraction, SRRC filtering (at NX), WHT transform, channel multiplication
	0.5 

(the additional complexity of SRRC filtering at 2X is small)

	Total relative complexity for 2X2 SIC
	6
	8.7


The analysis above assumes that the equalization is performed at the chip level (1X) while the buffering and cancellation can be done at either 1X or 2X. If both the equalization and buffering are done at the sub-chip level (2X), the relative complexity for 2X2 SIC over 1X2 LMMSE is approximately 6X. 
We neglect the additional complexity of the sub-chip level SRRC filtering as it is relatively small compared to the Turbo encoding and interleaving.
Note that the above analysis assumes chip-level equalizer. When symbol-level equalizer is used (such as for G-RAKE receiver in [8]). In that case, the amount of buffer required for each case is proportional to the number of CDMA codes that is assigned to the UE. However, the receiver needs to be designed for the maximum number of codes allocated to an HSDPA UE, which is 15. In that case, if symbol level processing is desired, the buffering requirement can be reduced by a factor of 15/16 (for both 1x2 and 2x2 PARC).
3. Impact on non-MIMO UE’s

It is also important to ensure that the introduction of MIMO has no significant negative impact on the non-MIMO HSDPA UE’s as well as legacy UE’s. For example, the introduction of MIMO into UTRA may change the intra-cell interference structure experienced by the non-MIMO HSDPA and legacy UE’s. The impact of such change needs to be properly evaluated. Hence, the intra-cell interference signal due to MIMO transmission should be explicitly modelled (see, e.g. [6]).
A sufficiently comprehensive methodology to evaluate this aspect was proposed in [6] and later included in the MIMO TR [7]. We propose that the methodology described in [6] and [7] be adopted (or at least a part of it) during the evaluation phase of the chosen MIMO scheme.
4. Conclusions
In this contribution, we have demonstrated that the receiver complexity impact of SIC-type receiver: We calculate the relative complexity for 2X2 SIC. The total complexity for the receiver has to be calculated based not only upon the logic complexity but also the memory buffering needed. Since both the logic complexity and the memory complexity have to be taken into account, the comparison is done using the total chip area needed to implement the 1X2 LMMSE, the 2X2 LMMSE and the 2X2 SIC. Even with a conservative assumption of 2-TTI chip level buffering, based table 2 given above, we can conclude that compared to the baseline complexity of 1X2 LMMSE:

· The complexity of 2X2 LMMSE is approximately 2X.
· The complexity of 2X2 SIC is approximately 6X and 9X for 1X and 2X chip-rate buffering, respectively. 
Here we assume that the equalization is done at the chip level for both cases.

As a conclusion of this contribution, we propose the following:

· Receiver complexity should be taken into consideration in selecting the MIMO scheme for further evaluation in UTRA. In particular, a scheme that has minimum impact on the UE complexity should be preferred provided that its performance is comparable with the other alternative schemes. For example, a MIMO scheme that achieves good performance with LMMSE receiver should be preferred to a scheme that relies heavily upon a more complex non-linear receiver.

· In addition, the impact on the non-MIMO UE’s should also be evaluated in accordance to what was suggested in the MIMO TR [6] during the performance evaluation phase. This is to ensure that the introduction of MIMO does not result in significant negative impact on the non-MIMO UE’s.
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