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1. Introduction
In this contribution we discuss the results of system level simulation for the proposed MIMO extension of HSDPA in Release 7 WCDMA. In particular, the 2x2 per antenna rate control (PARC) scheme is chosen as the MIMO scheme for this study.

In Section 2, we briefly review the system simulator assumptions. In Sections 3, 4 and 5, simulation results are presented for different simulation environments. Section 6 lists the conclusions.
2. System Level Simulation Assumptions
The simulation parameters are in accordance with the agreed simulation model document [1]. The link to system level mapping is described in the companion contribution [2]. In this section, we briefly review some of the more important simulation assumptions, and the specific choices that were made among the options in [1].
2.1. System Layout
In the reference deployment, each sector has 3 cells with 1 transmit antenna each. This reference case is compared with two possible extended cases, each of which has 6 antennas per cell. In Extension I, each cell still has 3 sectors, but the sectors have 2 antennas each, while still retaining the 120 degree sectorization of the reference case. Thus, the additional antennas are used to achieve MIMO communication. In contrast, Extension II uses the additional antennas to achieve further sectorization, thus yielding 6 single-antenna sectors per cell with 60 degrees sectorization.
Each mobile station (UE) is assumed to have two receiver antennas. We consider the case of 60 UEs per cell, corresponding to 20 and 10 UEs per sector in the 3- and 6-sector cases respectively. 
To accurately reflect system performance, handover is simulated as follows. Consider, for example, the 6-sector case. Ten UEs each are dropped in the current sector and in 6 neighboring sectors. Then, for each UE, the total path loss (combination of propagation loss, shadowing loss and node-B antenna gain) to all sectors in its 19 nearest cells is calculated. Only those UEs for which the current sector is the dominant one (i.e., sector with least path loss) are taken up for further simulation. As suggested in the SCM document, for each chosen UE, the interference from K best (i.e., least loss) sectors is simulated, while the rest are modelled as noise. (Note that K = 8 for 3-sector, and 12 for 6-sector deployments.)
2.2. Traffic

In this contribution, full buffer traffic is assumed in each sector. Results for HTTP traffic are presented in the companion contribution [4].
2.3. Channel Scenario

We consider the two mandatory scenarios from [1]:
· Urban macro with 2.8-km inter-site distance
· Urban micro with 500-m intersite-distance
2.4. Receiver Processing
As mentioned earlier, each receiver has two antennas. We assume LMMSE equalization and a maximum CIR of 17 dB per receive antenna.  Realistic channel estimation is assumed, as described in the companion document [2], which also outlines the frame error rate calculation given the actual channel matrices (or vectors) generated in each TTI. 
2.5. CQI Feedback
The receiver feeds back the SINR of the LMMSE equalizer for each transmit antenna. If there is more than one transmit antenna, it also feeds back the CQI when only one antenna is active. (Thus, when there are two transmit antennas, four CQI values are fed back: two for the LMMSE equalizer when both antennas are active, and one each when only one of the two antennas is active.)  Each CQI value fed back is quantized to 5 bits. CQI word errors are simulated as described in [1].
2.6. Scheduling

The base station uses the CQI feed back to do proportional fair scheduling. We simulated two types of single-user schedulers.
· (Standard) Single-user PARC with antenna selection: Data is transmitted to only one UE per TTI. The base station can either transmit equal power on all antennas, or keep only one antenna active at a time. The choice between the two options, and in the latter case, the choice of the active antenna, is made with the aim of maximizing throughput. For any choice, the MCS scheme and the number of channelization codes is optimized, again to maximize throughput. A maximum of 15 channelization codes is assumed. Similar results, not presented here for brevity, are observed for 10 channelization codes.

· (Non-standard) Single-user PARC with partially adaptive scheduling, but without antenna selection: Again, data is transmitted to only one UE per TTI. However, in this case, the number of channelization codes per antenna is fixed at the maximum of 15, and only the MCS scheme is adapted according to the CQI. This scheme, though impractical, was simulated to illustrate an interesting trade-off between the MIMO gains in average throughput and cell-edge throughput.
2.7. Performance Metrics

We use the average cell throughput (average sector throughput times the number of sectors per cell) and the cell-edge throughput, as measured by the 5% user throughput, to quantify performance. The fairness curve, namely the CDF of user throughput, is also plotted.
2.8. Summary 
The parameters studied in this simulation are listed in Table 1. 
	PARAMETER
	POSSIBLE VALUES

	Channel scenario
	1. Urban Macro (Section 3)

2. Urban Micro (Section 4)

3. Isolated urban micro (Section 5)

	User speed
	3 kmph, 30 kmph

	Number of users per cell
	60

	Antenna usage
	1. 3-sector, 1 antenna per sector (Reference case, 120 degree antenna)

2. 3-sector, 2 antenna per sector (120 degree antennas)
3. 6-sector, 1 antenna per sector (60 degree antenna)

	Scheduling Criterion
	Proportional Fair

	Scheduling Algorithms for MIMO
	1. Single-user PARC with antenna selection and code adaptation (Sections 3, 4, 5)

2. Single-user PARC with partially adaptive scheduling: with no antenna selection and no code adaptation (Section 6)

	Performance Metrics
	1. Average cell throughput in Mbps (sector throughput * number of sectors per cell)

2. 5% CDF User throughput in Kbps

3. Fairness curve : CDF of user throughput
(NOTE: For throughput calculations, chip rate is assumed to be 3.84 Mcps, implying 5 MHz bandwidth)


TABLE 1. List of simulation parameters and performance metrics
In Sections 3 and 4, we present simulation results for the urban macro and micro environments respectively. In these sections, standard single-user PARC scheduling is used. Section 6 contains results for the non-standard partially adaptive scheduler. Section 7 summarizes the conclusions.
3. Results for the Urban Macro Environment
In this section, we present simulation results for the urban macro environment as defined in [3]. First, the fairness curve is presented. Then the average and cell-edge throughput numbers are tabulated.
3.1. Fairness Curve

Figure 1 shows the cumulative distribution function of the user throughputs. The plot on the left is for UE speeds of 3 kmph and the one on the right is for UE speeds of 30 kmph. The sharp slope of the fairness curve for the 2 X 2 3-sector deployment indicates that cell-edge users obtain significantly lesser throughput than the average. The 1 X 2 6-sector deployment has a broader, shallower fairness curve indicating that it has higher average and cell-edge throughput than its 2 X 2 counterpart.
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Figure 1. User throughput distribution (fairness curve) for Urban Macro Environment

NOTE 1: Note that the theoretical maximum data rate of each UE is 3.84 * (15 / 16) *  3 = 10.8 Mbps. However, this data rate is achieved only if a UE gets scheduled in every TTI, which does not occur with proportional fair scheduling. In practice, the UE throughput goes down roughly with the number of UEs per sector.

NOTE 2: For the same number of UEs per cell, there are only half as many UEs per sector in a 6-sector deployment as in a 3-sector deployment. Thus, UEs in 6-sector cells get scheduled more often than in 3-sector cells, and hence have higher throughputs with full-buffer traffic. That explains why the fairness curve for the 6-sector case is broader than the 3-sector cases.
3.2. Tabulation of Average and Cell Edge Throughput
Table 2 lists the absolute values of the average cell and 5% user throughput obtained. For convenience, the gain of the possible enhancement techniques (using more antennas for either MIMO gain or additional sectorization) over the baseline case of 3 single-antenna sectors are shown. For example, at 3 kmph, the 2 X 2 deployment yields 17.9 Mbps average cell throughput as opposed to 18.5 Mbps for the refernce 1 X 1 case. Thus, the % gain is 100 * (17.9-18.5) / 18.5 = -3.2 %. Note that gain is computed by comparing against the reference case under the same UE speed. 

As seen from the table, using antennas for MIMO communication actually results in significant losses of both average and cell-edge throughput. In contrast, using multiple antennas for additional sectorization nearly doubles the cell-edge throughput.
	System Scenario
	UE speed (kmph)
	Number of Sectors
	MIMO mode
	Average Cell Throughput
	Throughput at 5% CDF

	
	
	
	
	(Mbps)
	% gain over baseline
	(Kbps)
	% gain over baseline

	Urban Macro 
	3


	3
	1X2
	18.5
	0
	108
	0

	
	
	3
	2X2
	17.9
	-3.2%
	72
	-33.33%

	
	
	6
	1 X2
	36.7
	98%
	204
	88.9%

	
	30


	3
	1X2
	14.1
	0
	84
	0

	
	
	3
	2X2
	9.4
	-33.3%
	36
	-57.2%

	
	
	6
	1 X2
	28.1
	99.2%
	156
	85.7%


TABLE 2. Simulation Results for Urban Macro Environment
REMARK: Investigation of the simulator behavior reveals that the crucial factors leading to poor MIMO performance are :

1. MIMO operation is more sensitive to accuracy of CQI feedback information: Given the relatively high feedback delay of HSDPA, this is a crucial factor undermining MIMO gains.
2. MIMO schedulers need more CQI information : In addition to requiring more feedback, this also makes MIMO schedulers more susceptible to feedback errors, leading to poor scheduling. 
4. Results for the Urban Micro Environment

In this section, we present simulation results for the urban micro environment as defined in [3]. 

4.1. Fairness Curve
Figure 2 shows the fairness curves for the urban micro environment at 3 and 30 kmph speeds. 
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Figure 2. User throughput distribution (fairness curve) for Urban Micro Environment
4.2. Tabulation of Average and Cell Edge Throughput
Table 3 lists the simulation results for the urban micro environment as defined in [3]. As seen from the table, the 2 X 2 deployment yields a marginal improvement of 5% in average throughput at the low UE speed, but suffers severe degradation at high UE speeds. On the other hand, the use of additional antennas for sectorization yields considerable gains in both average and cell-edge throughput.
	System Scenario
	UE speed (kmph)
	Number of Sectors
	MIMO mode
	Average Cell Throughput
	Throughput at 5% CDF

	
	
	
	
	(Mbps)
	% gain over baseline
	(Kbps)
	% gain over baseline

	Urban Micro 
	3


	3
	1X2
	20.4
	0
	150
	0

	
	
	3
	2X2
	21.4
	4.9%
	150
	0%

	
	
	6
	1 X2
	35.8
	75.5%
	318
	112%

	
	30


	3
	1X2
	14.8
	0
	126
	0

	
	
	3
	2X2
	11.0
	-25.7%
	66
	-48.4%

	
	
	6
	1 X2
	25.2
	70.3%
	228
	80.9%


TABLE 3. Simulation Results for Urban Micro Environment
5. Results for the Urban Micro Environment With Partially Adaptive Scheduling

We investigated one scenario under which the use of multiple antennas does yield significant gains in average cell throughput, namely the use of partially adaptive scheduling. Recall from Section 2.7 that partially adaptive scheduling involves adapting only the number of MCS schemes for each antenna, while the number of channelization codes is fixed. All available antennas are used always. In this case, UEs with extremely low CQI are not considered for scheduling because even for the lowest modulation scheme (QPSK, Rate ¼) they do not support the use of all 15 channelization codes. Thus, high-CQI UEs are scheduled more often, leading to higher average cell throughput. 

However, the increased average throughput comes at the cost of lower cell-edge throughput, since low-CQI UEs are scheduled infrequently. For this reason, partially adaptive scheduling is non-standard and impractical. The results are included here only as an illustration that even when MIMO deployments lead to higher average throughput, they suffer from low cell-edge throughput.

In this section, we present simulation results for the urban micro environment with partially adaptive scheduling. Similar trends are observed in the macro environment, but are omitted here for brevity. 

5.1. Fairness Curve
Figure 3 shows the fairness curves at 3 and 30 kmph UE speeds. Note that the fairness curve for the 2 X 2 deployment is broader, indicating a large average system throughput. However it is very steep at low user throughputs, confirming that the throughput distribution is not fair. In particular, the zero intercept in nearly 0.1, indicating that the 10% worst users almost never get scheduled because they cannot support all 15 codes being used simultaneously.

[image: image5.emf]0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

0

0.2

0.4

0.6

0.8

1

Fairness Curve for Urban Micro with PA Scheduling  at 3kmph

User Throughput(kbps)

Cumulative Distribution Function

 

 

1 X 2, 3-sector

2 X 2, 3-sector

1 X 2, 6-sector

 [image: image6.emf]0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

0

0.2

0.4

0.6

0.8

1

Fairness Curve for Urban Micro with PA Scheduling  at 30kmph

User Throughput(kbps)

Cumulative Distribution Function

 

 

1 X 2, 3-sector

2 X 2, 3-sector

1 X 2, 6-sector

 
Figure 3. User throughput distribution (fairness curve) for Urban Micro Environment
5.2. Tabulation of Average and Cell Edge Throughput
Table 4 lists the simulation results for the urban macro environment when partially adaptive scheduling is used over the micro environment [3]. As seen from the table, the 2 X 2 deployment yields gains of around 16% in average throughput at low and high UE speeds. However, as expected from the fairness curve, the 5% CDF throughput is essentially zero. (In practise, it is a very small number, since there are some drops in which even these users can support all 15 channelization codes. However, these drops are so rare that they did not occur during our simulation.)
Note that even in this case, the use of multiple antennas for sectorization yields consistently better average and 5% throughputs than the MIMO deployment.
	System Scenario
	UE speed (kmph)
	Number of Sectors
	MIMO mode
	Average Cell Throughput
	Throughput at 5% CDF

	
	
	
	
	(Mbps)
	% gain over baseline
	(Kbps)
	% gain over baseline

	Urban Micro 
	3


	3
	1X2
	20.9
	0
	132
	0

	
	
	3
	2X2
	24.4
	16.7%
	0.0
	-100%

	
	
	6
	1 X2
	36.4
	74.2%
	294
	122.7%

	
	30


	3
	1X2
	15.6
	0
	102
	0

	
	
	3
	2X2
	18.1
	16%
	0.0
	-100%

	
	
	6
	1 X2
	26.7
	71.1%
	216
	111.7%


TABLE 4. Simulation Results for Urban Micro Environment with Partially Adaptive Scheduling
6. Conclusions

We presented system level simulation results for 2x2 PARC in Rel.7 HSDPA. From the results we observe the following:

· In the urban macro environment, 2x2 PARC yields a loss of 3.2 to 33.3 % in the average cell throughput over 1x2, both with 3 sectors per site. By fixing the number of antennas at the node B to 6, 1x2 with 6 sectors per site offers 100-133% gain over 2x2 PARC with 3 sectors per site. Comparing cell-edge throughput, 2x2 PARC with 3 sectors per site is 33.3 to 57.2% lower than 1 X 2 with 3 sectors per site, and more significantly, 64.7% to 76.9% lower than 1 X 2 with 6 sectors per site.

· In the urban micro environment, 2x2 PARC yields 5% gain in the average cell throughput over 1 X 2 with 3 sectors per site at low UE speeds. At high UE speeds, the trend is reversed and 2 X 2 PARC suffers a loss of 25.7% in average throughput. In contrast,  1 X 2 6-sector deployment per site offers 70-75% gains over 1 X 2 3-sector deployment. Comparing cell-edge throughput, 2x2 PARC with 3 sectors per site is 0 to 50% lower than 1 X 2 with 3 sectors per site, and more significantly, 53% to 71% lower than 1 X 2 with 6 sectors per site.

·  In an artificial scenario where the number of channelization codes is fixed to 15, we observe 16% gain in average cell throughput for the urban micro environment (both assuming 3 sectors per site). However, this comes at the expense of the cell edge throughput where 100% loss is observed. (The cell-edge throughput of 2 X PARC is nearly zero.) Again, employing 6 sectors per site for 1x2 offers 49% better average cell throughput than 2x2 PARC with 3 sectors.
Therefore, we conclude that based on the system simulation assumptions that were agreed upon in the RAN1#42bis [1] (both in urban macro and urban micro environments):
· The use of dual-antenna MIMO (in particular PARC) yields gains in average cell throughput only under certain special circumstances. And even in those scenarios, the gain is marginal. In most cases, however, MIMO deployments offers no gains and in some cases even lead to reduced average cell throughput. Considering cell-edge throughput as performance metric, MIMO deployments do not, in any of the simulated scenarios, offer any gains. Indeed, MIMO deployments often result in very low cell-edge throughput.
· In all cases, it was found that MIMO deployments are inferior to an alternative deployment where the additional antennas are used to increase sectorization.  This observation holds for both average and cell-edge throughputs.
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