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1 Introduction

At the RAN meeting #29 September 2005 in Tallin, "Continuous Connectivity for Packet Data Users" was approved [1] as a new work item based on some investigations in RAN1. It is intended to significantly increase the number of inactive packet data users that can stay in CELL_DCH state over a long time period without degrading cell throughput. Furthermore, the packet data users should be able to restart transmission with a much shorter delay (<50ms) than would be necessary if UEs had to undergo RRC state transitions before data could be transferred.

This paper discusses basic design options for continuous connectivity that may be applied to the concepts outlined in [2],[3],[4] and [5].
2 Overview of Basic Design Options

2.1 Modes for CELL_DCH state

A new sub-state or mode for the CELL_DCH state could be introduced to describe the physical layer behaviour supporting continuous connectivity. The usage of this sub-state is suggested to be non-transparent to higher layers with respect to the actual data transmission. It is further suggested to denote the sub-state for the regular mode without modification for continuous connectivity as the “active mode”, and to denote the operation in support of continuous connectivity as the “idle traffic mode”.

	CELL_DCH state
	

	
active mode

(Rel. 6 compliant operation)
	
idle traffic mode

(operation characterized by periods of uplink inactivity in support of continuous connectivity)
	distinction is non-transparent to higher layers with respect to the actual data transmission


2.2 Characterization and Criteria for “Idle Traffic Mode” 

Periods with no data traffic in the uplink are a requirement for the idle traffic mode. These periods with no data traffic can be described either as gaps between bursts of data traffic, or as periods of complete inactivity over extended time duration, e.g. the user reading time for web browsing applications. The gap lengths between bursts of data traffic may be well defined for some applications whereby the knowledge about the activity pattern could be used in UE and NodeB. However, when UE and NodeB do not have the knowledge about the activity pattern in advance, the reliability of the transmission may be degraded. In particular, extra signaling or a preamble may be required for these cases, or the NodeB receiver needs to detect whether a frame was transmitted or not.

Some concepts for continuous connectivity also make use of inactive periods in the downlink to reduce or omit the uplink control signaling with respect to CQI reporting in HS-DPCCH. However, distinguishing between inactivity in uplink, inactivity in downlink, and inactivity in both, uplink and downlink will also complicate the characterization and behavior for idle traffic mode. Some options for a characterization of the idle traffic mode are given in the following table:

	Possible criteria for the selection of the idle traffic mode
	Uplink
	Downlink

	Condition A
	no uplink data traffic for a certain period of time
	NA

	Condition B
	no uplink data traffic for a certain period of time
	no downlink data traffic for a certain period of time

	Condition C
	burst uplink data traffic with low total data rate and known or unknown activity pattern
	NA


To simplify the overall design and specification of the continuous connectivity feature, it is suggested that the idle traffic mode is characterized by no uplink data traffic and no downlink data traffic for a certain period of time. 

2.3 Control of transitions between active mode and idle traffic mode 

A transition from active mode into the idle traffic mode can be triggered when the conditions describing the idle traffic mode are satisfied. Conversely, a transition from idle traffic mode to the active mode can be triggered when the conditions describing the idle traffic mode are violated. UE and NodeB could monitor either of the conditions and cause a transition between active and idle traffic mode. The options for the control for triggering a transition between active and idle traffic mode are outlined in the following table:

	
	Possible control of transitions between active mode and idle traffic mode
	Impact on signalling (if required)

	Option A
	autonomous by UE
	UE may need to inform all NodeBs in the active set

	Option B
	autonomous by NodeB
	NodeB may need to inform the UE via UTRAN and other NodeBs in the active set through controlling RNC via NBAP

	Option C
	jointly by UE and NodeB 
	may also require mode request and mode acknowledgement signaling


When signaling is required and all NodeBs in the active set need to be aware of the chosen mode, the entity controlling the transition between active mode and idle traffic mode needs to ensure that all NodeBs in the active set are also informed of the transition. In particular, when the NodeB is controlling the transition between active mode and idle traffic mode, the NodeB may need to inform the affected UE as well as the other NodeBs in the active set through the controlling RNC via NBAP. It may be noted that the signaling through NBAP also incurs additional latency. To simplify the overall design and specification of the continuous connectivity feature, it is suggested that the UE controls autonomously the transitions between active and idle traffic mode.

2.4 Signalling of transitions between active mode and idle traffic mode 

When the continuous connectivity employs concepts such as specific slot formats, specific power control parameters or specific activity patterns, it may be desirable to explicitly signal the transition from active mode to idle traffic mode and vice versa. In particular, the chosen mode for supporting continuous connectivity may affect in the NodeB receiver’s

· physical layer measurements (e.g. SIR report, SIR error report),

· determination of the synchronization status,

· behaviour of the inner loop power control,

· multipath searching and tracking,

· channel estimation.

If the NodeB receiver does not explicitly know transitions between active mode and idle traffic mode, it may need to detect blindly or semi-blindly the mode chosen by the UE whenever a transition between active and idle traffic mode is possible. However, the detection of the mode is prone to errors and also involves some processing latency. In particular, NodeBs in the non-serving RLS may not be able to reliably detect the UE mode without explicit signalling.

When signaling is required and all NodeBs in the active set need to be aware of the chosen mode, the entity controlling the transition between active mode and idle traffic mode needs to ensure that all that all NodeBs in the active set are also informed of the transition. In particular, when the NodeB is controlling the transition between active mode and idle traffic mode, the NodeB may need to inform the affected UE as well as the other NodeBs in the active set through the controlling RNC via NBAP. It may be noted that the signaling through NBAP also incurs additional latency.

The following table provides an overview of options for signaling along with their advantages and disadvantages, respectively.

	Signaling Approach
	Advantages
	Disadvantages

	Layer 1 based, e.g. [2]
	very simple modification
	poor reliability of the signaling

it may be difficult to ensure that all NodeBs in the active set are aware of the chosen mode, additional NBAP signaling may be required, thus causing extra latency

	Layer 2 based, e.g. [5]
	reliable reception protected by CRC

signaling exploits HARQ functionality

dedicated HARQ power profile for signaling possible

Acknowledgement from HARQ can be used to ensure transmission to all NodeBs in the active set
	specific SI needs to be reserved for transition from active into idle traffic mode

	no signaling
	no signaling overhead required
	blind detection of mode in NodeB receiver required

blind detection also involves latency

blind detection may not be possible within a short time period of time for all NodeBs in the active set

prone to mis-detection


From the comparison above, it is suggested that Layer 2 based signaling is employed to inform all NodeBs in the active set of the transitions between active mode and idle traffic mode.

3 Conclusions

An overview of fundamental high-level options to support continuous connectivity is given in this paper. It is suggested that the number of options that is considered in further detail for continuous connectivity is reduced at an early stage to simplify the investigations. In particular, the following choices may be advantageous:

1) CELL_DCH state is distinguished by “active mode” and “idle traffic mode”, whereby this distinction is non-transparent to higher layers with respect to the actual data transmission.

2) Idle traffic mode is characterized by no uplink data traffic and no downlink data traffic for a certain period of time.

3) The UE controls autonomously the transitions between active and idle traffic mode.

4) Layer 2 based signaling is employed to inform all NodeBs in the active set of the transitions between active mode and idle traffic mode.
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