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1. Introduction

According to TR25.913 [19], the system should support an instantaneous downlink peak data rate of 100Mb/s within a 20 MHz downlink spectrum allocation (5 bps/Hz) and an instantaneous uplink peak data rate of 50Mb/s (2.5 bps/Hz) within a 20MHz uplink spectrum allocation. According to the analysis of this article, if only one decoder is used in base-band processing, it is almost impossible for 3GPP turbo codes to achieve such a high throughput, however LDPC codes can easily satisfy the throughput requirement of LTE due to their parallel encoders/decoders. Furthermore, because of the perfect structure of LDPC codes, hardware cost can be easily adjusted according to the actual throughput. By the way, if more than one turbo decoders are used, high throughput may be reached, however, multiple independent decoders of turbo codes may make the chips prohibitive.  

The next generation mobile communication system must find and support a new kernel application. The services, such as high quality MPEG pictures, real-time video and high speed Internet access, will bring the bright outlook to the future mobile system. However, to support these new services, there is a great challenge to the air interface of the future system. The newest technologies are needed to dramatically increase the real-time throughput of PHY layer. Actually, FEC codes are used to correct errors caused by a noisy channel, and play a critical role in the air interface of the future system. 

LDPC codes, as the next generation coding scheme, have replaced turbo codes to become the newest research focus of correct codes worldwide. A special type of LDPC codes, namely structured-LDPC codes, leads to increased transmission distance, lower power requirements, and increased throughput in a wide array of communication systems, including wireless (mobile or fixed), satellite, optical fiber, storage, and wire line (cable, DSL). These efficiencies translate into less hardware, lower costs and increased performance. Therefore, the future mobile communication system should be with a good consideration on this coding technology.  

2. Basic Scheme Of Structured LDPC codes 

2.1 Code structure and code description

     The Parity check matrix of LDPC Codes is defined by a matrix H of size
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, which consists of blocks of circularly shifted identity matrices or zero matrices of size
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, of the form as following:
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If 
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The size of H is
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We define that H is the expand matrix of
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H

, and 
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 is the base matrix of H, and z is the expand factor. As we can see, the information block size K = N-M and N is the codeword block size. Through changing the expand factor z, a LDPC set of variable information length and certain code rate can be obtained.

    For example, a matrix H is shown as following:
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We can use a base matrix Hb and an expand factor z to represent H.  

             z = 3   and   
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     Due to the structured characteristic of parity check matrix, the parity check matrix of LDPC codes can be fully described by small set parameters, which results in very low complexity implementations. Actually we need base matrix
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, instead of parity check matrix H, to perform encoding and decoding. The encoding and decoding algorithms become the matrix calculation of size
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, the basic structure of encoder and decoder only depends on the positions of the non-negative-one elements in base matrix
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     As we can see, the base matrix of LDPC codes can decide the code rate and the degree distribution of LDPC codes. More accurately, the positions of non-negative-one elements of base matrix can decide the code rate and the degree distribution of LDPC codes. According to LDPC theory, short cycles make BP become a sub-optimized decoding algorithm, so in our design short cycles should be avoided.

     Just for the reason, in [1], to generate a LDPC code set of a certain code rate and various code sizes, we only need to construct a uniform base matrix for them. However, the uniform base matrix has to be modified to generate a new base matrix, which will really be used in the encoder/decoder of the LDPC code of certain code size. That is to say, for the LDPC codes of different code sizes and same code rate, the positions of non-negative-one elements of their base matrices is the same, and the values of non-negative-one elements of their base matrices need to be changed. 

     Here is an example of rate 1/3 LDPC codes with different code sizes. A uniform base matrix constructed by us is used to describe the LDPC code set. The code rate of designed LDPC codes is 1/3, and the designed information block sizes is from 192 to 5120, and the step is 8, That is to say, K=192,192+8,192+2*8,192+3*8,…,5120. The size of base matrix is 16×24，namely, 
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. So expand factors z = 24, 25, 26, …, 640. The uniform base matrix of rate 1/3 LDPC code set is shown as following:
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For the LDPC code with certain code size, the uniform base matrix above has to be modified and then can be regarded as the base matrix
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. H of the LDPC code can be obtained by expanding 
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 with a expand factor z. Modification rule is shown as follow:

   For each non-negative-one elements of the uniform base matrix above, the value 
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 represents the i-th row, j-th column element of the uniform base matrix given by us. Then
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is the largest expand factor, here equals to 640. And z is the currently used expand factor uniquely corresponding to the currently used code size. 
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 represents the operation that rounds the elements in it to the nearest integers towards minus infinity.

For example, for K=192 LDPC codes of rate 1/3,
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2.2 Encode description of structured LDPC codes

2.2.1 Encode method Introduction

In [1], one encoding method has been given , the encoding structure is very simple. For certain code rate, LDPC codes of different code sizes will use a uniform hardware structure. Here we have suggested another more effective encode method in the first time.

Encoding is the process of determining the parity sequence
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 groups of z bits. Let this grouped s be denoted u,
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Where each element of u is a column vector as follows
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Using the modified base matrix
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, the parity sequence p is determined in groups of z. Let the grouped parity sequence p be denoted v,
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Where each element of v is a column vector as follows
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Define the temporary block 
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where each element of 
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 is a column vector whose size equals to z.

Encoding proceeds in four steps:

(1) Compute temporary block
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(2) Determines v(0) .

(3) Determines v(i+1) from v(i) ,here 
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 indicates the row number of the second element of three non-negative-one elements in the 
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(4) Determines v(mb-1) from v(0), and determines v(i) from v(i-1) , here 
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First step, compute
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, each element of 
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 can be calculated by the following formula,
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needs to be saved in the LDPC encoder, and the needed memory for saving 
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 is only the maximum code size. 

Second step, compute v(0) , 


[image: image61.wmf](,)

1

0

(0)()

b

b

xk

b

m

h

i

i

-

=

=

å

Pv

λ

.

So 
[image: image62.wmf](,)

1

()mod

0

(0)()

b

b

xk

b

m

zhz

i

i

-

-

=

=

å

vP

λ


Third step, compute v(i+1), here 
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Four step, compute v(i),  here 
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means the operation that circularly shifts the values in the vector 
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 elements. Thus only the operations of add and shift are needed to perform the encode process of structured LDPC codes. 

In the second step, parallel processing can be adopted. The third step and the fourth step

can be performed at the same time to improve the throughput of the encoder.   
2.2.2 Encode complexity analysis

    One encode process can be performed based on the vector operation. The possible calculation operations include vector add operation and vector circle shift operation, here the size of vector always equals to the expand factor z. 

    The other encode process can be performed based on bit operation. Then the structured characteristic of parity check matrix should be applied to the hardware implementation of encoder. The connectivity of LDPC encoder will only depend on base matrix Hb.

    According to the formula above, the encoder of structured LDPC codes needs N+M add operations and 
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 circle shift operation. For the first method, circle shift operations represent hardware connection or address access between calculation unit and memory blocks.
    In general, the complexity of structure LDPC encoder is not higher than that of 3GPP turbo encoder. Actually due to parallel structure, the throughput of LDPC encoder is higher than that of 3GPP turbo codes, which means lower power dissipation for mobile telephone. 

2.3 Decode description of structured LDPC codes

2.3.1 Normal decoding algorithm introduction
Normal Log-BP algorithm for LDPC----Form 1

The message passing algorithm is a decoding technique in which messages are passed from node to node through the Tanner graph. The nodes act as independent processes, collecting incoming messages and producing outgoing messages. There is no global control over the timing or the content of the messages; instead, the bit and check nodes follow a common local rule: send a message as soon as all necessary incoming messages have been received. When the graph is cycle-free, the message passing algorithm is a recursive algorithm that always converges to the true a posteriori log-likelihood ratios after a finite number of messages have been passed. However, most (if not all) “good” codes have cycles in their Tanner graphs. When applied to codes with cycles, the message passing algorithm is no longer exact but approximate. Fortunately, even when the graph has cycles, the message passing algorithm performs remarkably well, and its complexity is extremely low.

The message-passing decoder for an irregular or regular LDPC code can be summarized concisely in terms of the index sets 
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Let 
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denote an “upward” message form check-node to bit-node n during the l-th iteration, and let 
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denote an estimate of the n-th LLR after 
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 iterations. The message passing decoder is:

Pseudo-code Description of Log-Domain Decoding Algorithm 
	1) Initialization

The variables 
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	2) Parity node updates----(Row Information update)
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	3) Bit node updates--------(Column Information update)
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	4) Verify parity checks
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	5) Iteration termination 
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Normal Log-BP algorithm for LDPC----Form 2

Let 
[image: image88.wmf]()
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denote an “upward” message form check-node to bit-node n during the l-th iteration, 

According to the principle, there is: 
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2) and 3) can be replaced by the following form.

	2’) Parity node updates----(Row Information update)
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	3’) Bit node updates--------(Column Information update)
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Look-up-table Log-BP algorithm

Actually, “step 2) Parity node updates” in normal Log-BP algorithm can be replaced by the following method.

	2’’) Parity node updates(look up table)
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Where
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Where we have defined
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and used the fact that 
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. The function 
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 is fairly well behaved; it may be implemented via look-up table. In [2-6], when finite precision has been considered, 32 bit entries LUT is enough for LUT Log-BP. 

APPROXIMATE-MIN* LUT BP algorithm

In the article [6], a new simplified BP algorithm has been suggested. In this article, Min* operation, like used in turbo codes, can be implemented by Look-up-table. The technique computes only two outgoing magnitudes at each check node and exhibits no measurable performance loss as compared to exact belief propagation which computes a unique magnitude for each belief propagation from a given check node. The technique eliminates the need for memory based table look-up in the check node processing and has been implemented using only shift, add, and comparison operations. Finite word length results for a ”worst-case” code indicate that 6 bit quantization yields performance that is similar to that provided by full floating point computation.

    Due to the merit of the approximate BP algorithm, this algorithm will be widely accepted and mainly applied in the hardware implementation of LDPC decoders in the future.
2.3.2 LUT Log-BP Hardware implementation of structure LDPC codes
In [2][3][4][5][6][7], decoding method has been given, and the decoding structure is very simple , for certain code rate ,LDPC codes of different code sizes will use a uniform hardware structure.

In [8][9][10][11], shortening and puncturing method has been introduced to change information block size and codeword block size , thus code rate can be inflexibly changed. Further research is needed to solve the problem on how to always ensure the best degree-distribution of LDPC codes after the operation of shortening and puncturing.  

Decoders of structured LDPC codes 

[6] has given a hardware design example for the structured LDPC codes, here we’ll show it.
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Figure 1 parity check matrix H of the structured LDPC codes

Figure 1 has given a structured LDPC code defined by parity check H. As we can see, the size of parity check matrix H is 3m×5m and m is the expand factor. So the size of base matrix 
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Figure 2 overall hardware structure of the decoder of structured LDPC codes

Figure 2 has given the overall hardware structure of the decoder of the structured LDPC code. From the picture, we can find that the overall hardware only depends on 
[image: image100.wmf]b

H

 instead of
[image: image101.wmf]H

.There are 
[image: image102.wmf]b

b

n

m

´

 memory block, and m soft bits can be saved in one block.
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Figure3 Check Node Function Unit (CNFU) 

For the parity check matrix here, we can update any one row information by the formula in Log-BP(form2) . Let us update the m-th row information (the m-th check node), then we can get the formula as following:
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 Let 
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= {j1, j2, j3, j4, j5}, thus the m-th check node update can be shown as following:
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One CNFU calculation unit can finish the m-th check node update in one clock cycle. If we input
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into one CNFU in Figure 3 , 
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 can be obtained. 

For a normal LDPC decoder with the similar hardware structure here, assume that there are 
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 Add. (Here, the complexity of AND operation is the same as Add operation, so we take AND operation as Add operation). For all CNFUs, the total calculation complexity is:  
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 Add. If there are c non-zero elements in parity check matrix H, the total calculation complexity of CNFUs approximately includes 2c LUT and 4c add. 
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Figure 4 Variable Node Function Units (VNFU) 

For the parity check matrix here, we can update any one row information by the formula in Log-BP(form2) . Let us update the n-th column information (the m-th bit node), then we can get the formula as following:
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Thus the n-th bit node update can be shown as following, let
[image: image126.wmf](){1,2,3}

Mniii

=

:


[image: image127.wmf]()(0)()()

1,'1,

'{1,2,3}

()(0)()()

2,'2,

'{1,2,3}

()(0)()()

3,'3,

'{1,2,3}

kkk

innmnin

miii

kkk

innmnin

miii

kkk

innmnin

miii

vuu

vuu

vuu

l

l

l

Î

Î

Î

=+-

=+-

=+-

å

å

å


One VNFU calculation unit can finish the n-th column information in one clock cycle. If 
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can be obtained. 

For a normal LDPC decoder with the similar hardware structure here, assume that there are 
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 add operation. For all VNFUs, the total calculation complexity is:  
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 Add. If there are c non-zero elements in parity check matrix H, the total calculation complexity of VNFUs includes 2c add. 

According to Figure 2, CNFUs( check node function units) perform check node update in the process of iterative decoding. VNFUs( variable node function units) perform variable node update.

CNFUs/VNFUs are the main calculation units of the decoder. Each CNFU can finish a row information update of H in one clock cycle. Each VNFU can finish a column information update of H in one clock cycles. The offset of cyclically shifted identity matrix only affects on the connection or initial address access between CNFUs/VNFUs and memory blocks. In general, the hardware structure in [6] can be applied to the structured LDPC codes based on cyclically shifted identity matrices, such as the LDPC code set of rate 1/3 suggested by us. 

Total Memory for structured LDPC codes

As we can see, the number of memory blocks depends on the number of non-negative-one element in base matrix Hb ，and each memory block can save z (the expand factor) soft bits, and each soft bits can be represented by 6 bits. These memory blocks are used to save node-to-node information. Another memory block is needed to save the initial log-likelihood of codeword. Define N is the codeword length; c is the number of non-zero elements in parity check matrix H. Here the previous iterative extrinsic information and the current iterative extrinsic information will use the same memory block [2-5], however memory address conflicts should be considered and avoided [6], which maybe affects the throughput of LDPC decoder.

 In an extreme situation, if the decoding of the maximum codeword length has been considered, the needed total memory of structured LDPC is 
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 In the worse situation, we can use Memory-Aware Decoder Architecture of normal BP[23].

Only one copy of the total bit-to-check message 
[image: image138.wmf]()

k

n

l

is maintained in a buffer for each bit holding this total sum, instead of multiple copies pertaining to different check nodes. The architecture need to store 
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 , thus the needed total memory of structured LDPC 176,433bits. In general, the memory size of LDPC decoders is not a problem.
2.4 Low power dissipation and high throughput of LDPC codes

 In the IEEE article “Parallel Decoding Architectures for Low Density Parity Check Codes”, C.howland and A.Blanksby has proposed a full parallel structure for LDPC decoding that achieves high coding again together with extremely low power dissipation, and high throughput. The feasibility implementation of a 1024 bit, rate 1/2,soft decision parallel LDPC decoder. 

    Actuallly the information of the LDPC decoder is shown as following:

    Hardware: a 0.16um.1.5V CMOS process with 5 level of metal.

    Chip area: 7.5mm×7 mm

    Connectivity: the utilization of 50% was limited by routing congestion.

    A maximum clock frequency: 64MHz

Throughput: 1Gbps

    The average total power dissipation: 220mW

    Code row weight: 6 or 7 

The comparison on power dissipation between LDPC codes and 3GPP turbo codes.
	   Channel coding comparison
	LDPC
	3GPP Turbo

	Throughput
	1Mbps
	1Mbps

	Power dissipation 
	220uw average

500uw worst
	170mw



	The maximum iteration number
	64
	3

	Block size( code size)
	1024
	256

	Hardware resource

(line width)


	1.5V CMOS

0.16um
	3.3V CMOS

0.6um




   VOCAL had been developing LDPC coding products since 2000 in the area of DSL and OFDM systems, offering from full software to full hardware implementation. According to their claim, by using VOCAL LDPC Codes in the downlink and Turbo Codes in the uplink, WLAN system designers can increase the battery life of mobile units by a factor of 4. This use of LDPC Codes and Turbo codes shift the majority of the power requirements to the transmitter and receiver of the base unit. The same technique can also be used in satellite and cellular system, increasing battery life for satellite and cellar handsets. Flarion also had been developing LDPC coding products in the area of their flash-OFDM system, claim that their LDPC codes have lower power dissipation than turbo codes.

In conclusion, the full parallel architecture of LDPC codes can achieve extremely low power dissipation and high throughput when compared to turbo and block turbo decoders.

3. Comparison of Structured LDPC codes and 3GPP turbo codes

3.1 Throughput analysis and comparison of LDPC codes and turbo codes

As we all know, the new coming LTE PHY layer needs very high throughput. Actually it is almost impossible for turbo codes to support such a high throughput due to their bit-by-bit decoding algorithm. However it is vital that the current LDPC design can easily satisfy the throughput requirement of the future system.

According to [12], after the startup of turbo decoding, the maximum number of clock cycles
for decoding is (NI+1)(K+L+1)+1. Here, the number of half–iterations of turbo decoder is given by NI, K is the information block size, and L is the sliding block length used in Map decoder. So for one iteration, turbo codes need 2*(K+L+1) clock cycles. According to [20], for a convolutional codes, the maximum number of clock cycles for decoding is K. Actually, for turbo codes, K information bits need K trellis stages for half-iteration, and turbo decoder begins to process the next stage only when the decoding of the current stage finishes, so at least K clock cycles are needed for one half-iteration. Because there are two convolutional codes as component codes of turbo codes. , at least 2*K clock cycles are needed for one iteration.
   Tong Zhang, Keshab K.Parhi[2][3][4] [5]have researched the hardware implementation of the structured LDPC codes based on circularly shifted identity matrices. Partly parallel decoding structure has been introduced in these articles. In the design, L (the expand factor) can be changed to make the information block size become variable. The number of clock cycles for one iteration is 2*L. In one iteration, variable node update and check node update both need L clock cycles. Based on the above results, Yanni Chen, Keshab K.Parhi [6] has made improvement in the decoder. Based on the properties of structured LDPC codes, the two stages of belief propagation decoding algorithm, namely, check node update and variable node update could be overlapped and thus the overall decoding latency is reduced. To avoid the memory access conflict, the maximum concurrency of the two stages is explored by a novel scheduling algorithm. Consequently, the decoding throughput could be increased by about twice assuming dual-port memory is available. Thus the number of clock cycles for one iteration can be reduced to L. Here, the L in this paragraph is the expand factor z in this article.
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Figure 5. The overlap of check node update and variable node update 
    In TongZhang and Yanni Chen’s design, one CNFU is a check node update processing unit that can perform one row information update of parity check matrix in one clock cycle. One VNFU is a variable node update processing unit that can perform one column information update of parity check matrix in one clock cycle. The number of VNFUs/CNFUs reflects the hardware cost of LDPC decoder.

Let the size of one base matrix 
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, z is the expand factor, there are 
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VNFUs. According to [7], if the number of CNFUs/ VNFUs increases, the throughput can be improved. For example, if there are 
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 CNFUs and 
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VNFUs, and when check nodes (or variable nodes) are updated, two soft bits of one z soft bits can be processed in one clock cycle. So when overlapped decoding method is used, only z/2 clock cycles are needed. 

In the extreme situation of full parallel decoding structure, there are 
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VNFUs , one clock cycle is needed for one iteration. [13] has given a full parallel decoder of 1024 bit, rate 1/2 LDPC codes, which operates at a maximum clock frequency of 64 MHz giving a throughput of 1 Gbps.

The great advantage of structured LDPC codes (or quai-cyclic LDPC codes) is that designers can easily change the throughput of decoder by adjusting hardware cost, namely the number of CNFUs/VNFUs. Actually the possible clock cycles of structured LDPC codes for one iteration are from 1 to z.

Thus, clock cycles for one iteration of turbo codes and structured LDPC codes have been shown as follow:

	Time for one iteration
	LDPC codes
	Turbo codes

	Cycle clocks
	1~z
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Here z is the expand factor of structured LDPC codes, K is the information block size.

    The throughput of LDPC codes can be compared with that of Turbo codes under some typical situation. Their code rates both equal to 1/3, and the maximum clock frequencies of two decoders both are 100MHz, the maximum numbers of iteration for turbo codes is 8, and the maximum numbers of iterations for LDPC codes is 50. Assume that there are 
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VNFU. NI is the number of iterations, 
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 is internal clock rate.

    The information data throughput of turbo decoders has been calculated as following:
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Here we assume that the I/O operation needs 1 clock cycles. If sliding window algorithm, interleave and de-interleave have been considered, 
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=5.88/1.2 = 5.2(Mbps).
    The information data throughput of LDPC decoders has been calculated as following:
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 The minimum 
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 is 16Mbps, the maximum 
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 is 8*100*639/51=10Gbps.

From the analysis above, according to the requirement of 50Mbps in UL and 100Mbps in DL [19], we conclude that the throughput of 3GPP turbo codes cannot satisfy the throughput requirement of LTE; however LDPC codes can easily satisfy the throughput requirement of LTE. If l=4, there are 64 CNFUs and 96 VNFUs, information rate
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can arrive at about 64MHz, which can satisfy the throughput requirement of UL. If l=7, information rate
[image: image160.wmf]dec
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can arrive at about 112MHz, which can satisfy the throughput requirement of DL. Actually, when 15 iterations or 30 iterations have been suggested, the performance of LDPC codes also are still good, hardware cost can be greatly reduced.

3.2 complexity analysis and comparison of LDPC codes and 3GPP turbo codes

    In the application of LDPC codes and turbo codes, table look-up is used to design decoders [2-7]. So we compare the complexity of two codes based on LUT. Turbo codes will use Log-Map decoding method; LDPC codes will use Log-BP decoding method.
    The LDPC codes are based on eye matrix or its cycle shift matrices. Assume that the number of non-zero elements in parity check matrix is c. The computation complexity of LDPCC is shown as following:

    Sum Operation: 7c 

2c: check node update: sum-up all node information, one c are used for abs computation, the other c are used for sign computation

2c: when check node is updated, each variable node needs to exclude its own information 

c: variable node update: sum all node information

c: when variable node is updated, each check node needs to exclude its own information 

c: parity check to terminate the iteration process

    Look up table operation: 2c

    The function 
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 can be implemented by table look-up (LUT). In [2-5],

(LUT) operations and each LUT normally has 32 5-bit entries. According to [14], piece wise function approximation is similar to table look-up, which can produce very good results. In [15], finite precision effect has been considered, and 4 bits and 6 bits are adequate for representing the received data and extrinsic information. A non-uniform quantization scheme has been suggested in this article.

    In our matrix design, we always have the average column weight that equals to 3.75 for parity check matrix. So for our design, we have an assumption that c=3.75N [17][18].
    Circle shift operation: 5c/z  

2c/z for check node update, 2c/z for variable node update, c/z for parity check. This operation can be implemented by hardware connection or address access. Therefore we can neglect this part.

    According to [16], the computation complexity of turbo codes has been analyzed as following:
For each component code of 3GPP turbo codes, memory size v equals to 3.

Max operation: 2K×(5×2v-2) = 76K,

Add operation: 2K×(15×2v+9) = 258K

Look up table operation: 2K×(5×2v-2) = 76K

Multiple by 
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operation: 2K×8 = 16K

Here, K is the information block size. N is the codeword block size. For one iteration, the complexity comparison of LDPC and Turbo is shown as following:

	Rate 1/3 codes for one iteration
	LDPC
	Turbo

	Max operation
	
	25.33N

	Look up table operation
	7.5N
	25.33N

	Add operation
	26.25N
	86N

	Multiple by 
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	5.33N


Assume the maximum number of iterations for LDPC codes is 50; the maximum number of iterations for Turbo codes is 8. The new comparison chart is shown as following: 

	Rate 1/3 codes for the whole decode
	LDPC
	Turbo

	Max operation
	
	202.64N

	Look up table operation
	375N
	202.64N

	Add operation
	1312N
	688N

	Multiple by 
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	42.67N


For rate 1/2 codes, comparison is shown as following

	Rate 1/2 codes for the whole decode
	LDPC
	Turbo

	Max operation
	
	304N

	Look up table operation
	375N
	304N

	Add operation
	1312N
	1032N

	Multiple by 
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	64N


For rate 3/4 codes, comparison is shown as following

	Rate 3/4 codes for the whole decode
	LDPC
	Turbo

	Max operation
	
	456N

	Look up table operation
	375N
	456N

	Add operation
	1312N
	1548N

	Multiple by 
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	96N


For rate 5/6 codes, comparison is shown as following

	Rate 5/6 codes for the whole decode
	LDPC
	Turbo

	Max operation
	
	506.667N

	Look up table operation
	375N
	505.667N

	Add operation
	1312N
	1720N

	Multiple by 
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	106N


When code rate is low (such as 1/3), the complexity of LDPC codes is higher than that of turbo codes, but no more than twice. When code rate is high (such as 5/6), the complexity of turbo codes is much higher than LDPC codes. So as the whole consideration, the complexity of two

codes is similar.

3.3 performance comparison of LDPC codes and turbo codes

Here, for code rate 1/3, the performance of LDPC codes given by us has been compared with that of 3GPP turbo codes. Simulation will be performed to reflect the performance difference between them. BSPK modulation on AWGN is the first simulation condition because error correct codes mainly are used to eliminate the noise, interference and channel estimation errors, which normally has the similar statistical characteristic of gauss. We must emphasis that AWGN channel is the first test condition for error correct codes, which can be judged by IEE/IEEE articles about most correct codes. 

The maximum number of iterations for LDPC codes is 50, and the maximum number of iteration of turbo codes is 8 and 16. For LDPC, vector Log-BP algorithm is used, base matrix has been introduced in 2. For 3GPP Turbo codes, Log-MAP algorithm is used, perfect halting has been adopted. VisSim Comm 5.0[21] is a software for communication simulation, which has the 3GPP turbo codes library. The performance of 3GPP turbo codes can be obtained through the simulation of the software. The performance obtained by this software is agreeable with the performance from [22].

Due to the 6 bits tail bits, if K bits are sent to the encoder of 3GPP turbo codes, the codeword block of size N=3*K+12 can be produced. Normally, because codeword block size affects performance, the performance comparison is performed under the condition that their code block sizes are the same or similar. Several typical codeword block sizes have been selected for the comparison.
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   Figure 6 Performance comparison of turbo codes and LDPC codes when N = 576.

In Figure 6, we can find that the performance of turbo codes (8 iterations) is about 0.2dB better than the performance of LDPC codes when BER=10^-3. However, when K
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192, actually the performance of LDPC codes is good enough. Due to the limitation of the throughput of turbo codes, they always adopt 8 iterations as the maximum iteration number. In the real application, 6 and 4 iterations also are used as the maximum iteration number. In DVB and IEEE802.16e, 50 iterations have been suggested as the maximum iteration number.
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Figure 7 Performance comparison of turbo codes and LDPC codes when K is about 530.

In Figure 7, we can find that the performance of turbo codes (16 iterations) is about 0.1dB better than the performance of LDPC codes. More suitable comparison must be based on 8 iterations for turbo codes. The performance of turbo codes is similar with that of LDPC codes.
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Figure 8 Performance comparison of turbo codes and LDPC codes when K is about 1060.

In Figure 8, we can find that the performance of turbo codes (16 iterations) is the same as the performance of LDPC codes. More suitable comparison must be based on 8 iterations for turbo codes. Then the performance of LDPC codes (50 iterations) is about 0.1dB better than that of turbo codes (8 iterations).
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   Figure 9 Performance comparison of turbo codes and LDPC codes when N = 3744

In Figure 9，we can find that the performance of turbo codes (8 iterations) is about 0.1dB worse than the performance of LDPC codes when N=3744.

Actually, when information block is larger than 1000, the performance of LDPC codes is always better than Turbo codes. More simulation will be performed in the future. 

For rate 1/3 codes, when code size is small, such as K<500, the performance of 3GPP turbo codes is better than that of LDPC codes. When code size is large, such as K>1000, the performance of LDPC codes is better than that of turbo codes. In general, their performance is similar. By the way, better design can obviously improve the performance of LDPC code in high SNR region.

4. Conclusion
Through performance simulation and throughput analysis, comparing with 3GPP turbo codes, the merits and shortcomings of LDPC codes and turbo codes have been described in detail. 

	
	LDPC
	3GPP Turbo

	Decoder

Throughput 
	If only one decoder for base-band chip is utilized , it can fully satisfy throughput requirement of UL/DL PHY of LTE (flexible, high)
	If only one decoder for base-band chip is utilized, it can cannot satisfy throughput requirement of UL/DL PHY of LTE (low)

	Decoder

Complexity
	In general, the complexity of two codes is similar. When code rate is low, the complexity of turbo codes is lower; When code rate is high, the complexity of LDPC is lower.   

	Decoder

Performance


	In general,the performance of two codes is similar. When code size is small, the performance of turbo codes is better; When code size is large, the performance of LDPC codes is better.

	Interleave/

Deiterleave
	Not needed 
	Needed

	Extra tail bits

(12 bits) 
	Not needed 
	Needed

	Extra 

CRC bits
	Not needed
	Needed



	Power dissipation
	Low
	High


Actually from the throughput requirement, if only one decoder is utilized for base-band chip , it is impossible for turbo codes to be used in such high throughput condition .However; LDPC codes can easily satisfy the throughput requirement of LTE due to the flexible parallel characteristic, and because of the perfect structure of LDPC codes, hardware cost can be easily adjusted according to the actual throughput requirement. From coding theory, we find that turbo codes are only a special kind of LDPC codes, so they have many common characteristics, which can be seen in the table above.  

As we all know, LDPC codes are the new coding scheme, so now it is difficult that LDPC codes are directly applied into 3GPP. If enough time, common cooperation and effort are provided, LDPC codes with flexible code rate and code sizes can be found and used in the future mobile communication system, especially when code sizes are large. We are glad to cooperate with other companies in 3GPP with regard to the application of LDPC codes. Any technical question can be sent to xu.jun2@zte.com.cn. 
Text Proposal

--------------------------------------- Start of Text Proposal  --------------------------------------
7.1.1.3
Channel coding and physical channel mapping
7.1.1.3.1 Coding performance/complexity evaluation
Expandability of R99 turbo code to E-UTRA should be studied. Criteria for selecting a coding scheme are based on data rate capacity and other related requirements. Coding and decoding complexity should be reasonable low while being capable of the maximal data rate as required. Parallel processing capability may provide a coding structure with better feasibility. To maximize the L3 throughput, alternative FEC coding should take same level performance as turbo code.
9.1.1.3
Channel coding and physical channel mapping
9.1.1.3.1 Coding performance/complexity evaluation
When designing coding scheme, UE side simplicity should be considered. Asymmetric complexity of coding/decoding would simplify UE. Power consumption of coding scheme should also be studied.

--------------------------------------- End of Text Proposal  --------------------------------------
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