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1. Introduction
This contribution updates the results of [1], which was not presented during the London meeting, by considering CQI reporting delays of 2 TTIs [2] and 1 TTI. Such delay values may be more appropriate than the 4 TTI one assumed in [1, 3]. Relative to [1], this contribution additionally examines the throughput performance difference between localized and distributed scheduling as a function of the UE speed for several scenarios. 
In EUTRA OFDMA downlink (DL) multi-user diversity gains can be obtained by using frequency domain channel-dependent scheduling in addition to the usual time domain one. Moreover, as the number of frequency chunks increases (the chunk bandwidth decreases) the multi-user frequency diversity gain also increases at the expense of the increase in the number of signaling bits required for frequency scheduling. 
This contribution examines several aspects related to frequency scheduling. 
· First, we consider the dependence of the frequency scheduling gain on the operating bandwidth size, and the channel type by evaluating the throughput at 5 MHz and 10 MHz for various channels. 
· Second, we investigate the dependence of the overall scheduling on the cell size by considering two exemplary cell sizes representing a small-to-medium cell and a medium-to-large cell. 
· Third, we examine the throughput performance difference between localized and distributed scheduling as a function of the UE speed for several cases. 
· Finally, we evaluate the dependence of the overall scheduling gain on the UE speed for two values of the CQI reporting delay. 
· We also briefly address issues related to the chunk bandwidth selection to optimize the trade-off between sector throughput and number of required signaling bits and also consider the detailed analysis presented in [3]. 
The remaining of the contribution is as follows. Section 2 outlines the simulation assumptions. Section 3 presents sector throughput results for the previously described frequency scheduling aspects. Finally, Section 4 discusses the conclusions of this contribution.        
2. Simulation Assumptions
The agreed numerology in [4] is applied. Additional simulation assumptions are given in Table 1. The link level simulations providing the MCS SINR-to-BLER mapping for the system level simulations used the scattered pilot format described in [5] and the mapping accounted for channel estimation errors. Moreover, the exponential effective SIR mapping in [6] was applied to map the channel conditions to an effective SINR that can be used to determine the expected BLER from the link level AWGN curves. In terms of scheduling, multiple chunks were allowed to be assigned to a single UE if so determined by the scheduler (proportional fair). The system simulation parameters for the macro-cell deployment were the ones given in Table 2 of [7] which are also stated in Table 2 for ease of reference. 
	Parameter
	Assumption

	Bandwidth
	5 MHz, 10 MHz

	Site-to-site distance
	866 m, 2.598 Km

	Channel Models
	Pedestrian B, Vehicular A, Typical Urban

	Modulation scheme

and

Channel coding rate
	QPSK (R = 1/4, 1/2, 3/4),

16QAM (R = 1/2, 5/8, 3/4),

64QAM (R = 5/8, 3/4)

	CQI Reporting delay
	0.5, and 1.0 msec (1 and 2 TTI)

	CQI Measurement and Decoding Errors
	No Errors

	Scheduling algorithm
	Proportional Fair

	Target BLER
	10%

	Round trip delay in hybrid ARQ
	3.0 msec (6 TTI)

	Packet combining method in hybrid ARQ
	Chase combining

	Maximum Number of Retransmissions
	2

	Number of antennas
	1 transmitter, 2 receiver

	Traffic model
	Full queue traffic


Table 1: Simulation Assumptions for Throughput Evaluation

	Parameter
	Assumption

	Cellular layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Minimum distance between UE and cell site
	35 m

	Antenna pattern
	70-degree sectored beam

	Total BS Tx power
	43 dBm for 5 MHz, 46 dBm for 10 MHz

	Distance dependent path loss
	128.1 + 37.6log10(r)

	Penetration loss
	20 dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation between cells / sectors
	0.5 / 1.0


Table 2: System Simulation Parameters for Macro-Cell Deployment 
In order to make the number of data sub-carriers in each chunk the same and achieve uniformity among chunks, the number of data sub-carriers divided by the number of chunks has to be an integer whether the OFDM symbol contains pilot sub-carriers or not. For example, for 5 MHz bandwidth, there are 300 data sub-carriers in an OFDM symbol not containing pilot sub-carriers and there are 225 data sub-carriers in an OFDM symbol containing pilot sub-carriers. Therefore, the number of possible chunks is 1, 5, 15, and 75. Although having the same number of data sub-carriers per chunk was assumed in the simulations, it is clearly not a necessary condition for actual system operation and more choices for the number of chunks can be obtained. Tables 3a and 3b provide the number of chunk configurations for 5 MHz and 10 MHz bandwidths, respectively.
Table 3a: Chunk Configurations in System Simulations – 5 MHz

	Number of chunks
	1
	5
	15

	Data sub-carriers per chunk 

(no pilot sub-carriers in OFDM symbol)
	300
	60
	20

	Data sub-carriers per chunk 

(pilot sub-carriers in OFDM symbol)
	225
	45
	15

	Chunk bandwidth (MHz)
	4.5
	0.9
	0.3


Table 3b: Chunk Configurations in System Simulations – 10 MHz

	Number of chunks
	1
	5
	10
	15
	30

	Data sub-carriers per chunk 

(no pilot sub-carriers in OFDM symbol)
	600
	120
	60
	40
	20

	Data sub-carriers per chunk 

(pilot sub-carriers in OFDM symbol)
	450
	90
	45
	30
	15

	Chunk bandwidth (MHz)
	9.0
	2.8
	0.9
	0.6
	0.3


3. Simulation Results 
3.1. CQI Reporting Delay of 2 TTIs
A CQI reporting delay of 2 TTIs may occur if the UE transmits the CQI together with other shared control channel information after receiving the entire TTI in which it was scheduled. 
3.1.1. 5 MHz Bandwidth

Figure 1 shows the average sector throughput for localized and distributed scheduling as a function of the number of frequency chunks for site-to-site distances of 1 Km and 3 Km, UE speed of 3 Kmph and the TU6 channel. Figures 2 and 3 show, respectively, the average sector throughput for UE speeds of 30 and 120 Kmph.
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Figure 1: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 3 Kmph. 
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Figure 2: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 30 Kmph. 
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Figure 3: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 120 Kmph. 

For distributed scheduling, there is practically no performance difference between having 1 chunk and having 5 or 15 chunks. Localized scheduling provides significant throughput gains at low to medium UE speeds but it underperforms at 120 Kmph as the channel variations cannot be effectively tracked by the scheduler (outdated CQI). Considering the analysis in [7] where it is postulated that localized scheduling should be used when TCQI_delay x FDoppler < 0.25, we observe that the 0.25 threshold should be actually decreased to about 0.20 since at 120 Kmph TCQI_delay x FDoppler = 0.222. Moreover, the throughput gains from localized scheduling decrease only marginally as the cell radius increases. The gains (losses) from localized scheduling at the examined UE speeds are shown in Table 4 for 40 UEs.  
Table 4: Throughput Gain for Frequency Domain Channel Dependent Localized Scheduling at 5 MHz.
	2 TTIs CQI   Reporting Delay
	1 Km site-to-site 5 Chunks
	1 Km site-to-site 15 Chunks
	3 Km site-to-site 5 Chunks
	3 Km site-to-site 15 Chunks

	3 Kmph
	20%
	31%
	18%
	28%

	30 Kmph
	8.5%
	15%
	8%
	14%

	120 Kmph
	-4%
	-3%
	-4%
	-4%


3.1.2. 10 MHz Bandwidth

Figure 4 shows the average sector throughput for localized and distributed scheduling as a function of the number of frequency chunks for site-to-site distances of 1 Km and 3 Km, UE speed of 3 Kmph and the TU12 channel. Figures 5 and 6 show, respectively, the throughput for UE speeds of 30 and 120 Kmph.
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Figure 4: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 3 Kmph. 
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Figure 5: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 30 Kmph. 
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Figure 6: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 120 Kmph. 

For distributed scheduling, the performance difference as the number of chunks increases becomes smaller as the UE speed increases due to the increased fading diversity and the decreased scheduling efficiency. Moreover, distributed scheduling does not provide substantial throughput gains over no frequency scheduling (maximum gain is less than 5%). Localized scheduling again provides significant throughput gains at low to medium UE speeds but it again underperforms at 120 Kmph as the CQI becomes outdated. The gains (losses) from localized scheduling at the examined UE speeds are shown in Table 5 for 40 UEs.  

Table 5: Throughput Gain for Frequency Domain Channel Dependent Localized Scheduling at 10 MHz.
	2 TTIs CQI Report. Delay
	1 Km StS         10 Chunks
	1 Km StS         15 Chunks
	1 Km StS         30 Chunks
	3 Km StS         10 Chunks
	3 Km StS         15 Chunks
	3 Km StS         30 Chunks

	3 Kmph
	26%
	32%
	39%
	22%
	27%
	35%

	30 Kmph
	15%
	18%
	23%
	12%
	15%
	20%

	120 Kmph
	-8%
	-7%
	-4%
	-5%
	-5%
	-5%


3.2. CQI Reporting Delay of 1 TTI

A CQI reporting delay of 1 TTI may occur if the UE computes the CQI (for each chunk) based on the pilot sub-carriers located in the first OFDM symbol [8]. Notice that such a delay is not possible for Release 5 since the pilot power is spread over the entire TTI and the CQI reporting delay is 2 TTIs. Moreover, the CQI measurement is likely to be more accurate for the OFDMA DL because of the orthogonal signal transmission under all channel conditions. 

Relative to the DL transmission, UL transmission can occur with an offset of an integer number of TTIs plus an additional TTI fraction (as in Release 5). The delay associated with the overall scheduling process includes

a) at UE: CQI computation (for each chunk) and encoding
b) at Node B: CQI decoding and UE scheduling

c) round trip propagation delay (can be practically omitted for cell radii < 10 Km)
The sum of the above delays must not exceed 5 OFDM symbols (0.357 msec). This assumes that the CQI measurement is based only on the DL pilot sub-carriers that are frequency multiplexed in the first OFDM symbol of the DL TTI [8] and that the UL shared control channel, where the CQI is located, is time multiplexed at or near the beginning of the UL TTI. Assuming that the residual time (0.357 msec) is equally split between UE and Node B, the UE should compute and encode the CQI within 0.178 msec (2.5 OFDM symbols). UL transmission from the UE to Node B can therefore commence with an integer TTI offset plus an additional fraction of about 0.5 TTI. A consequence of this approach is that the UE can shut down, if it determines after decoding the shared control channel that it is not scheduled during the current TTI, at a time instant that is determined by the maximum of the decoding delay for the shared control channel and the delay associated with CQI computation and encoding.

The benefit of a reduced CQI reporting time is naturally the better tracking of the channel conditions by the scheduler and the associated throughput gains which are subsequently quantified.
3.2.1. 5 MHz Bandwidth

Figure 7 shows the average sector throughput for localized and distributed scheduling as a function of the number of frequency chunks for site-to-site distances of 1 Km and 3 Km, UE speed of 3 Kmph and the TU6 channel. Figures 8, 9 and 10 show, respectively, the throughput for UE speeds of 30, 120 and 350 Kmph.
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Figure 7: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 3 Kmph. 
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Figure 8: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 30 Kmph. 
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Figure 9: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 120 Kmph. 
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Figure 10: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 350 Kmph. 

For same arguments as before regarding distributed scheduling apply. The gains from localized scheduling extend up to a UE speed between 120 Kmph and 350 Kmph (or up to 220/170 Kmph for 2/2.6 GHz carrier frequency if the TCQI_delay x FDoppler < 0.2 rule for localize scheduling is applied). The gains (losses) from localized scheduling at the examined UE speeds are shown in Table 6 for 40 UEs. In an actual cell, this may be too large a number of high speed UEs and the corresponding values for 10 UEs are also shown in parentheses. 
Table 6: Throughput Gain for Frequency Domain Channel Dependent Localized Scheduling at 5 MHz.
	1 TTI CQI     Reporting Delay
	1 Km site-to-site 5 Chunks
	1 Km site-to-site 15 Chunks
	3 Km site-to-site 5 Chunks
	3 Km site-to-site 15 Chunks

	3 Kmph
	20%
	31%
	18%
	28%

	30 Kmph
	12.5%
	20%
	12%
	19%

	120 Kmph
	4.5% (2%)
	10% (6%)
	3% (1%)
	8% (4.5%)

	350 Kmph
	-8% (-6%)
	-9% (-7.5%)
	-9% (-6.5%)
	-13% (-9%)


A consequence of the increased UE speed range for which localized scheduling outperforms is that there will be very few UEs in a network for which distributed scheduling is preferable and even in that case the gains over localized scheduling are small. Decreasing, or possibly eliminating, the sub-carriers reserved for distributed scheduling will benefit localized scheduling as more sub-carriers become available, improve the average sector throughput, and simplify the overall scheduling process particularly in conjunction with the possibility of reserving frequency sub-bands for interference mitigation near the cell edge. Therefore, even though for low speed UEs (3 Kmph) there is no direct throughput gain between a CQI reporting delay of 1 TTI and one of 2 TTIs, in an actual system there will be indirect gains due to the larger size of the frequency sub-bands available for localized scheduling.
3.2.2. 10 MHz Bandwidth

Figure 11 shows the average sector throughput for localized and distributed scheduling as a function of the number of frequency chunks for a site-to-site distance of 1 Km and 3 Km, UE speed of 3 Kmph and the TU12 channel. Figures 12, 13 and 14 show, respectively, the throughput for UE speeds of 30, 120 and 350 Kmph.
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Figure 11: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 3 Kmph. 
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Figure 12: Sector Throughput for 1 Km and 3 Km site-to-site distance. 5 MHz Bandwidth, 30 Kmph. 
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Figure 13: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 120 Kmph. 
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Figure 14: Sector Throughput for 1 Km and 3 Km site-to-site distance. 10 MHz Bandwidth, 350 Kmph. 

Similar comments as for the 5 MHz bandwidth case apply. The gains (losses) from localized scheduling at the examined UE speeds are shown in Table 7 for 40 UEs (and in parentheses, also for 10 UEs at high speeds).  

Table 7: Throughput Gain for Frequency Domain Channel Dependent Localized Scheduling at 10 MHz.
	1 TTI  CQI Report Delay
	1 Km StS         10 Chunks
	1 Km StS         15 Chunks
	1 Km StS         30 Chunks
	3 Km StS         10 Chunks
	3 Km StS         15 Chunks
	3 Km StS         30 Chunks

	3 Kmph
	26%
	32%
	39%
	22%
	27%
	35%

	30 Kmph
	20.5%
	24.5%
	30.5%
	17.5%
	21.5%
	27.5%

	120 Kmph
	7% (4%)
	10% (5.5%)
	14% (8%)
	4% (1%)
	6% (2%)
	9.5% (4%)

	350 Kmph
	-8% (-5%)
	-10% (-6%)
	-13% (-8%)
	-11% (-9%)
	-13% (-10%)
	-16% (-13%)


4. Summary and Conclusions
We have evaluated the average sector throughput without frequency scheduling and with localized and distributed frequency scheduling for 1 and 2 TTIs CQI reporting delay and for various UE speeds and site-to-site distances. The throughput results suggest the following

a) the relative performance of the different frequency scheduling methods is only marginally affected by the cell radius

b) localized scheduling provides significant throughput gains at low to medium UE speeds over distributed or no scheduling
c) the gains of localized scheduling increase as the total available bandwidth increases

d) for CQI reporting delay of 1 (2) TTIs, localized scheduling is preferable for UE speeds below 220 (110) Kmph (2 GHz carrier frequency)
e) CQI reporting delay of 1 TTI extends the total gains from localized scheduling, substantially reduces the number of sub-carriers that need to be reserved for distributed scheduling (thereby increasing the available bandwidth for localized scheduling), and simplifies the overall scheduling process
Since the average sector throughput is obtained for a mixture of UE speeds and since a larger number of chunks is associated with a correspondingly larger signaling overhead that decreases the effective throughput, the relative throughput gains as the number of chunks increases will actually be somewhat smaller than indicated in the previous Tables. An evaluation of the throughput gains taking into account the additional overhead was presented in [3] for 10 MHz bandwidth, 3 Kmph UE speed and 4 TTIs CQI reporting delay. It was suggested that a good tradeoff between the number of chunks and the throughput gains from frequency scheduling is to have 5 chunks for 5 MHz bandwidth and 10 chunks for 10 MHz bandwidth or chunk size of 900 KHz since only 9 MHz of bandwidth are actually occupied. This conclusion will be further strengthened for higher UE speeds since the relative throughput gains from a larger number of frequency chunks decrease. There is a broad agreement of the results in [3] with the corresponding case results in this document, and a chunk size of 600-900 KHz and a number of frequency chunks of 5 and 10-15 for 5 MHz and 10 MHz bandwidth, respectively, seems appropriate.
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