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1. Introduction

We describe MIMO schemes for OFDMA based E-UTRA downlink evaluation and present link-level simulation results. The description includes OFDM parameters, MIMO schemes, numerology,  pilot multiplexing and control channel multiplexing.
2. Numerology
2.1 Basic OFDM Parameters and TTI Duration
The basic OFDM parameters we use in our simulations, consisting of the sampling frequency, FFT size and sub-frame structure, is the one described in [1]. We use a one sub-frame TTI, i.e., 0.5ms, in these simulations. For convenience, the key parameters are reproduced in Table 1.

	Carrier frequency
	1.9 GHz

	Sampling frequency
	7.68 MHz

	OFDM sub-carriers
	512

	Carrier spacing
	15 kHz

	Number of usable subcarriers
	301

	OFDM symbol duration
	68 ( s

	TTI duration
	7 OFDM symbols ( 0.50 ms


Table 1 Basic OFDM parameters

2.2 Interlacing Structure

We use 6 HARQ processes and up to 6 transmissions. The retransmission interval is therefore TTIs or 3ms.

Further details of the retransmission structure are shown in Figure 1. Note that we only show the transmission of a single HARQ process in this figure, which should then be replicated for all interlaces. (Thus, assignments, data, as well as ACKs can be transmitted in every TTI.) In the figure, the first TTI shown (arbitrarily numbered 0) carries the first transmission of a data packet. The assignment for this transmission is also carried in the same TTI. The assignment carries resource allocation information as well as rate information, in terms of the MCS being used. A three TTI interval is then provided to the UE in order to decode the data transmission. The UE indicates whether it successfully decoded the packet in TTI 4 over the uplink acknowledgement channel. The packet is then retransmitted (assume receipt of a NACK) in TTI 6, thus achieving a 6 TTI retransmission time. 
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Figure 1
3. Data Channel Structure

We use a frequency-hopping OFDMA system, in which the Node-B assigns resources to the UEs in units of hop-ports. A hop-port is a logical unit equivalent in size to a sub-carrier. The set of hop-ports is mapped via a permutation to the set of sub-carriers. On the downlink, this hop-permutation is changed every OFDM symbol in a pseudo-random manner, thus capturing the maximum level of frequency and interference diversity. Frequency-sensitive or localized scheduling is not used in our simulations. 

We use the concept of virtual-antenna signaling at the base-station, i.e., the base station creates multiple beams using the set of physical antennas, each beam corresponding to a virtual antenna. The different beams are generated carefully to preserve the channel statistics as well as to transmit same power from all physical antennas. For the first constraint, unitary matrices are needed to generate the spatial signatures. For the second constraint, the sum of the absolute values of the entries for every row is constant. One such signaling matrix would be a diagonal matrix, whose entries are phasors with random angels, multiplied by a DFT matrix. The beams are generated by multiplying the transmitted vector, of modulation symbols, by the signaling matrix. These beams can change slowly over frequency (using delay-diversity or cyclic delay-diversity techniques, for example) and over time
. These changes are such that the effect on the UE channel estimation algorithm is the same as that of channel variations. Moreover, each of these beams utilizes the different physical transmit antennas equally, thus ensuring that all the PAs at the base station are used equally. SIMO transmissions use only the first virtual antenna, while MIMO transmissions can use any subset of the available virtual antennas. This enables the Node-B to pick any trade-off between channel estimation overhead and available spatial diversity.  Basically, the total number of created virtual antennas dictates the maximum spatial diversity order that can be exploited. This number also dictates the amount of overhead needed to estimate the spatial channels. The trade off between diversity and overhead can be adapted (long term) according to SNR and channel conditions. For a given total number of virtual antennas, the number of modulation symbols simultaneously transmitted for a given packet is adapted (short term) to channel conditions.

 We use a common pilot mode, i.e., a broadband pilot is provided from each virtual antenna in order to estimate the channel from that antenna.  
4. Assignment Structure

We use synchronous, non-adaptive HARQ.  The assignments transmitted by the Node-B specify the set of hop-ports to be used for the data transmission, and are transmitted only once. The same set of hop-ports are used for all the HARQ retransmissions, and the interval between two HARQ transmissions is fixed at 6 TTIs. Moreover, the MCS information transmitted as part of the assignment specifies the rate to be used at the first transmission.

5. Pilot Structure

As mentioned earlier, we use a common pilot mode, i.e., a broadband pilot is transmitted from each virtual antenna. Pilot tones are present in every OFDM symbol, and the set of pilot sub-carriers in each OFDM symbol are spaced equally over the entire bandwidth to enable efficient channel estimation.  The exact number of pilot tones and the way they are split among the different virtual antennas can be a semi-static system parameter. In our SIMO simulations, the pilot channel occupies 32 tones out of the total of 512 tones in each OFDM symbol. 13 of these tones are blanked as they lie in the guard region, thus leaving 19 useful pilot tones.  The pilot tones are staggered over groups of 2 OFDM symbols, i.e., if the pilot channel occupies tones {0, 16, 32, 48, 64, …} in the first OFDM symbol of a TTI, it occupies tones {8, 24, 40, 56, 72, …} in the second OFDM symbol. The pilot channel location changes in a pseudo-random fashion (subject to the constraint that it occupies an equally spaced set of tones) every two OFDM symbols. This ensures that the pilot tones from one sector do not always collide with the pilot tones used by another sector. 
With both 2 and 4 virtual antennas, the pilot channel occupies 64 tones out of the total of 512 tones in each OFDM symbol. 25 of these tones are blanked as they lie in the guard region, thus leaving 39 useful pilot tones. The set of pilot tones remains fixed for periods of two OFDM symbols and then changes to a pseudo-random location (subject to the constraint that it occupies an equally spaced set of tones). In the case of two virtual antennas, the pilots from the two antennas are frequency-multiplexed with each other, i.e., the pilot tones in each OFDM symbol are alternately assigned to each virtual antennas. As an example, if virtual antenna 1 is assigned pilot tones {0, 16, 32, 48, 64,…}, then virtual antenna 2 is assigned tones {8, 24, 40, 56, 72, …}. Moreover, the pilot tones from each virtual antenna are staggered over a consecutive pair of OFDM symbols. 

In the case of 4 virtual antennas, the pilots from the different virtual antennas are time as well as frequency multiplexed with each other. The structure is shown in Figure 2. Only 2 virtual antennas are present in each OFDM symbol, and they are multiplexed exactly in the case of 2 virtual antennas. Antennas 1 and 2 are present in OFDM symbols 1 and 2 (with numbering beginning at some arbitrary point), antennas 3 and 4 are present in OFDM symbols 3 and 4, antennas 1 and 2 are again present in OFDM symbols 5 and 6, and so on. 
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Figure 2 Pilot structure for the case of 4 virtual antennas

6. Control Channel Structure

We reserve 20% of the downlink resource for control information transmitted by the Node-B. This accounts for assignments for downlink transmission, assignments for uplink transmission and acknowledgements for uplink transmission every TTI. The uplink feedback control procedure is discussed in sections 9 and 10.
7. MCS Types

We use 15 different MCS types for downlink transmission, as shown in Table 2. These MCS’s are specified in terms of their spectral efficiency at the first transmission and the modulation format to be used at each transmission. Note that the modulation format can potentially change from transmission to transmission. The modulation format to be used is chosen so as to optimize the link-level performance at that transmission, conditioned on the modulation formats picked for the previous transmissions. QPSK, 8PSK, 16QAM and 64QAM modulations are used for the downlink, and these correspond to modulation orders of 2, 3, 4 and 6 respectively in Table 2.

The spectral efficiencies of the different MCSs are picked so as to provide a sufficiently small granularity, while providing a range suitable for the different SNRs seen in uplink transmissions. Note that the higher MCS’s have code rates higher than 1 at the first transmission (and sometimes at the second as well), and are hence not decodable at that point. The reason behind choosing these MCS’s is so that we can target later HARQ terminations even while targeting very high spectral efficiencies, thus reducing the HARQ granularity for these spectral efficiencies. This increases the system throughput, at the cost of higher processing requirements. 

A base rate 1/5 turbo code is used for the downlink simulations. Regular puncturing patterns are used to construct codes of higher rates, while repetition is used to construct codes of lower rates. The systematic bits are transmitted first, followed by the parity bits corresponding to a rate 1/3 turbo code, followed by the remaining parity bits. Systematic bits are retransmitted only after all the parity bits are transmitted. Thus, there is no flexibility allowed in redundancy versions.

	Packet Format Index
	Spectral efficiency on 1st trans-mission
	Modulation order for each transmission

	
	
	1
	2
	3
	4
	5
	6

	0
	0.2
	2
	2
	2
	2
	2
	2

	1
	0.5
	2
	2
	2
	2
	2
	2

	2
	1.0
	2
	2
	2
	2
	2
	2

	3
	1.5
	3
	2
	2
	2
	2
	2

	4
	2.0
	4
	3
	3
	3
	3
	3

	5
	2.5
	6
	4
	4
	4
	4
	4

	6
	3.0
	6
	4
	4
	4
	4
	4

	7
	4.0
	6
	6
	4
	4
	4
	4

	8
	5.0
	6
	6
	4
	4
	4
	4

	9
	6.0
	6
	6
	4
	4
	4
	4

	10
	7.0
	6
	6
	4
	4
	4
	4

	11
	8.0
	6
	6
	6
	4
	4
	4

	12
	9.0
	6
	6
	6
	4
	4
	4

	13
	10.0
	6
	6
	6
	6
	4
	4

	14
	11.0
	6
	6
	6
	6
	4
	4


Table 2 MCS Types 

8. MIMO Schemes
Let the number of transmit antennas be
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, the number of receive antennas be 
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, the number of virtual antennas be 
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, and the number of modulation symbols transmitted at a time (a.k.a. spatial multiplexing order) be 
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We note that in this contribution we introduce two MIMO modes of operation denoted by single codeword (SCW) and multiple codeword (MCW). In the SCW, one codeword is transmitted in the frequency-space domain. A simple linear receiver is used to decouple the multiple transmitted modulation symbols, thus, it is not capacity achieving. More sophisticated receiver for SCW can significantly improve performance, especially at high SNR, on the expense of increasing complexity at UE. 

In the MCW scheme, multiple encoded streams of data are simultaneously transmitted. A successive interference cancellation (SIC) receiver is adopted. MCW with SIC is capacity achieving, hence optimal in performance. On the other hand, the SIC process can increase UE complexity as well as memory requirements. In addition, this mode requires extra overhead compared to SCW mode as will be described later. 
In general, when transmitting 
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modulation symbols over 
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virtual antennas, the 
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modulation symbols are cyclically shifted every tone as shown in Figure 3. That is, the first
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modulation symbols are transmitted on the first 
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virtual antennas and first tone in the assignment. The second 
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modulation symbols are transmitted on virtual antennas 
[image: image13.wmf]2 to (1)

M

+

 and the second tone in the assignment, and so on. 

Alternatively, the terminal may feedback an index to the set of 
[image: image14.wmf]M

virtual antennas to be used in the following transmission. This approach of selection diversity can improve the performance on the expense of extra feedback overhead. For the results presented in this document, no selection diversity is considered.
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Figure 3
9. SCW MIMO Scheme
In this section we describe the SCW MIMO scheme.
9.1 Rate and Rank Prediction

The code rate, the constellation size, and the spatial multiplexing order (also denoted by rank) 
[image: image16.wmf]M

are adapted to the channel. The UE runs a rank prediction mechanism and feeds back the rank value together with the corresponding channel quality indicator (CQI) value to Node-B. Node-B adjusts the transmitted power level, based on the power control loop and rank, and runs a rate prediction algorithm by which it chooses the MCS. The MCS, in addition to the fed back rank, define the data rate transmitted. 
9.2 Transmitter Structure

The transmitter structure is shown in Figure 1. The input data stream is Turbo encoded using the selected code rate, and mapped to the selected QAM constellation. The stream of modulation symbols is then de-multiplexed to 
[image: image17.wmf]M

parallel sub-streams. The M sub-streams are mapped to the physical antennas using the virtual antenna signaling described in Section 3.

9.3 Receiver Structure

The receiver presented in this contribution runs a linear MMSE filter on the received samples to decouple the incoming 
[image: image18.wmf]M

sub-streams
. The soft estimates of the modulation symbols are then fed to an LLR computer and the output is fed to a Turbo decoder. The receiver structure is shown in Figure 4.
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Figure 4 Transmitter structure for SCW MIMO
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Figure 5 Receiver structure for SCW MIMO

9.4 SCW HARQ

The HARQ for MIMO SCW is done as described in Section 2.

9.5 Feedback Channels

9.5.1 CQI Channel

The CQI and rank are reported to Node-B via a uplink control channel denoted by the CQI channel. The CQI value is quantized to 5 bits and the rank to 
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 bits. The CQI channel is periodically transmitted on a uplink control channel.

9.5.2 ACK-NACK Channel

The receiver sends back a 1 bit ACK, on the ACK-NACK control channel, if the packet is decoded and nothing if it is not (i.e. ON-OFF Keying).

10. MCW MIMO scheme
In the MCW scheme 
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 codewords (or packets) are transmitted in parallel. Each codeword is transmitted form all virtual antennas to exploit the available spatial diversity. 

10.1 Rate and Rank Prediction

The code rate and the constellation size on each of the 
[image: image23.wmf]M

data sub-streams are adapted to channel. The UE runs a rank prediction algorithm by which it finds out
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. The UE also computes 
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CQI values, one for each data sub-stream, and feeds them back to Node-B. Node-B adjusts the transmitted power level on each data sub-stream, based on the power control loop and rank, and runs a rate prediction algorithm by which it chooses the code rate and constellation (the MCS) for each data sub-stream.

10.2 Transmitter Structure

The transmitter structure is shown in Figure 6. Basically, 
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data packets are transmitted in parallel. The
[image: image27.wmf],1,,

th

mmM

=

L

, data packet is Turbo encoded using the 
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selected code rate, and mapped to the 
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selected QAM constellation. The modulations symbols corresponding to the 
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data packet is denoted hereafter by a layer. The 
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 layers are then mapped to the physical antennas using the virtual antenna signaling described in Section 3.

10.3 Receiver Structure

In this contribution, we employ a SIC receiver with linear MMSE filter to decouple the incoming 
[image: image32.wmf]M

 layers. The receiver attempts first to decode the first layer. The linear MMSE filter generates the soft estimate of the modulation symbols corresponding to the first layer and all tones in the user’s assignment. The different soft estimates are sent to an LLR computer, and the resultant LLRs are fed to the Turbo decoder. If the first layer is decoded properly (passes the CRC), the receiver regenerates a clean version of the modulation symbols corresponding to the first layer, multiplies each modulation symbol by the corresponding channel coefficient, and subtracts the contribution of the first layer from the received signal. The receiver then attempts to decode the second layer, if decoded, the receiver subtracts its contribution from the received signal, and so on. If at any point, one of the layers is not decoded, the receiver stops the decoding process and sends an ACK with the number of decoded layers. If the first layer is not decoded, the receiver does not send and ACK and that is interpreted as a NACK at Node-B. The receiver structure is shown in Figure 7.

10.4 BL HARQ

The HARQ scheme used is denoted by blanking layers (BL). Basically, if 
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layers have been decoded at some transmission
[image: image34.wmf]q

, on the 
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transmission Node-B does not transmit any new codewords on the successfully decoded layers and only sends redundancy information on the 
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layers that have not yet been decoded. In doing so, Node-B equally divides the available power per tone on the outstanding layers.

10.5 Feedback Channels

10.5.1 CQI Channel

The CQI channel is send on the CQI uplink control channel. Node-B feeds back 
[image: image37.wmf]e
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CQI values, one for each layer. If the rate prediction suggests supporting only 
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layers, the UE sends zero CQI for the last 
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layers. The CQI value per layer is quantized to 5 bits, hence, total number of CQI bits is 
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bits. 

In this document we assumed full report of CQI values. However, a more efficient way of CQI reporting is to report the number of CQI values, full CQI value for layer one, and the incremental CQI values for the remaining layers.  That is, 
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. The quantized CQI value for layer 
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will then be
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. The idea is that incremental CQIs will probably require less bits to convey as oppose to the absolute values. 

A more efficient, but may degrade performance on highly correlated channels, way of CQI reporting is to report the number of CQI values, full CQI value for layer one, and a function of the incremental CQI values for other layers. That is, 
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 is the average of all CQI increments.
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Figure 6 Transmitter structure for MCW MIMO

10.5.2 ACK-NACK Channel

As mentioned before if, on a particular transmission, the first layer is not decoded, the UE does not send an ACK which is interpreted by Node-B as a NACK. In case any number of layers is decoded, the UE sends a collective ACK for that number, i.e. a total of 
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 bits are transmitted.

11. Performance Results

In this section we show link level performance results for the different SIMO and MIMO architectures and at speeds of 3Kph and 30 Kph.

11.1 Simulation Setup

We show results for 1x2,1x4,2x2,and 4x4 configurations. All configurations follow the system design presented in this document. The channel estimation bandwidth overhead is 6% for 1 transmit antenna, 12 % for 2 and 4 transmit antennas. The channel estimation power overhead is 12% for 1 transmit antenna, 15% for 2 transmit antenna, and 18% for 4 transmit antennas.

All figures show the throughput results as function of average SNR.
11.2 Simulation Results

Figure 8 shows the performance results for 3Kph. It is clear that having 4 receive antennas improves the performance by at least 3 dB for SIMO configurations. We notice also  that the 2x2 architecture performs as well as the 1x2 till 5dB in MCW and 10dB in SCW. Similarly, the 1x4 architecture performs as well as the 4x4 till almost 3dB, then the MIMO gain starts showing. Based on these results, in terms of sector throughput, we should not expect MIMO to provide much gain if the fairness criterion is EGoS.
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Figure 7 Receiver structure for MCW MIMO
The MCW over performs the SCW scheme as expected. The throughput gain appears after 5dB and becomes more significant at high SNRs. Similar trends are shown in Figure 9 for 30 km/h.

The previous MCW results used full CQI reporting for every layer. In Figure 10, we show the performance if incremental CQI is reported. Basically, the CQI corresponding to first layer is reported (5 bits) as well as an incremental value that is averaged across all remaining layers (3 bits) similar to the way described in Section 10.5.1. The performance of this scheme is compared to the case of fully reporting the CQI on all layers. The figure shows that incremental CQI is very promising scheme that almost captures all the performance gain while cutting on the feedback overhead.

12. Conclusion
We've presented MIMO schemes for OFDMA based E-UTRA downlink evaluation. We've covered the system numerology, data and control structures, pilot structure, signaling and reception schemes and have shown link performance results for different SIMO/MIMO configurations. System level simulation results are presented in [2]. We propose that these schemes be considered in the evaluation of the OFDMA based E-UTRA downlink.
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Figure 8Throughput results for 3Kph and different MIMO/SIMO configurations
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Figure 9Throughput results for 30Kph and different MIMO/SIMO configurations
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Figure 10 The performance of MCW scheme with full and incremental CQI reporting
� For the given example, changes in time amounts to changing the phasors’ angles in the diagonal matrix.


� The constraint of � EMBED Equation.DSMT4  ���is necessary if linear receivers are used to decouple the incoming MIMO sub-streams.


� As mentioned before, more sophisticated receiver structures can be used.
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