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1. Introduction

Improved coverage and increased cell edge bitrates are important requirements for E-UTRA [1] and one promising technique to achieve this is uplink macro diversity. In WCDMA, soft handover (macro diversity) has two aspects:

· reception of the signal at multiple sites, and

· interference control (UE power control) from multiple sites.

On the former aspect, the transmitted signal will fundamentally be present at multiple sites and the question is to what extent it is beneficial to exploit this fact; a question addressed in [5]. The latter aspect may or may not be necessary, depending on the details of the scheme considered. Fundamentally the two aspects are to a large extent separate, i.e., a system can be designed to receive the signal at multiple sites regardless of the use of inter-cell interference control and vice versa.

This paper provides simulation results for one possible scheme of inter-cell interference control, muting. Results are provided both with and without uplink macro diversity, and therefore complements [5]. Compared to earlier contributions [2]

 REF _Ref107741595 \r \h 
[3], this contribution also includes results for hard handover with muting.

2. Inter-cell Interference Control

Different inter-cell interference control techniques can be envisioned for E-UTRA, including frequency reuse, overlaid/underlaid sub-cells, and dynamic channel allocation. Common for these schemes are that they all aim at avoiding strong interferers in adjacent cells.

A variable reuse controlled individually for each mobile will result in less trunking loss. If it is done instantly for each scheduling-slot the scheduler will have access to the whole bandwidth for certain periods. This will result in lower delay for packet data. The problem is that it requires multi-cell scheduling coordination that adds delay. To overcome this the interference control can be applied after scheduling. The schedulers operate individually in each cell and in case of unwanted interfering collisions the scheduling is inhibited, a scheduled transmission is ‘muted’.
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Figure 1: Hard handover and soft handover principles with inter-cell interference control.
A muting concept for uplink is depicted in Figure 1. Each terminal has an anchor cell, which is the main scheduling cell. Terminals which are located in a position that causes uplink interference to other cells also listens to scheduling commands from these cells. If a collision is detected the terminal does not send but ‘mute’. Muting thus effectively creates a (instantaneous) reuse larger than one. This results in less interference, but also in lower medium utilization that may increase queuing delay. It is thus not obvious whether an overall gain is achieved. 

This muting function is the studied one in this paper. The scope is to illustrate the potential gains and detailed implementation aspects, as well as comparisons between different muting strategies, are therefore left for further study. 

3. Models and Assumptions

To the extent possible, the simulation assumptions have been aligned to [4], the main differences being the antenna diagram (the same 3 dB lobe width but a different front-to-back attenuation), the number of sites (7 instead of 19) and the bandwidth simulated (5 MHz instead of 10 MHz). 

Users are uniformly distributed over the system area, and move with a fixed speed of 3km/h. An on-off traffic model is used. The activity factor is varied between 10 and 100% to study different traffic loads.

An urban environment with indoor users is assumed. This is reflected in a path-loss exponent of -3.76, an outdoor to indoor penetration loss of 20dB, a lognormal shadow fading with standard deviation 8dB, and a Typical Urban or Pedestrian A channel impulse response. The correlation distance for the shadow fading is 50m. The correlation coefficient between cells of different sites is 0.5, and 1.0 between cells belonging to the same site.

A network occupying 5MHz of spectrum, with seven three-sector sites, i.e. in total 21 cells, is assumed. The sites are positioned on a regular hexagonal grid. The cell radius is varied to evaluate the coverage of a certain data rate. Two-branch receive antenna diversity, but no transmit diversity, is assumed. The terminal output power is set to 125mW, and a noise figure of 5dB in the Node B is assumed. Only time-domain scheduling is employed, i.e. in each cell only one terminal at a time is allowed to transmit. In order to map measured Signal-to-Interference and Noise Ratios (SINR) to normalized bitrates, the Shannon relationship (log2(1+SINR)) is used. This yields optimistic absolute values, but is deemed acceptable for relative comparisons. Macro diversity is modeled as the case without hybrid ARQ and with instant bitrate in [5]. Maximum ratio combining within a site and selection diversity between sites (the sum of the SNRs within a site and the max of the sums between the sites), similar to what is done in WCDMA. Hybrid ARQ is not modeled. 

A handover hysteresis of 3dB is used, meaning that cells within +/- 1.5dB are randomly selected. The input to the handover decision is a filtered version of the downlink signal strength. The downlink signal strength is sampled every 40ms, and passed through a moving average filter with 200ms duration. The handover execution time is assumed to be 100ms. For macro diversity an add threshold of 6dB and a maximum active set size of 3 cells are used. For the case of muting without macro diversity, the same threshold, filtering and delay are used to determine which cells that control the muting.

A radio network simulator is used for evaluating the handover principles. In each run, 100 terminals are studied and observed during a time corresponding to the filter time plus the handover execution time. Their quality (SINR mapped to normalized bitrate) after the handover execution time is logged and used as performance measure. In order to improve statistical confidence, for each traffic load and handover scheme, the simulations are iterated 30 times.

The user quality performance measure used, the normalized bitrate derived from the SINR, reflects the bitrates users experience when scheduled. In cases multiple users share the uplink channel, the experienced bitrate above the MAC layer would decrease correspondingly. It should be noted that scheduling restrictions apply when muting is used; users with overlapping active sets cannot be scheduled simultaneously. For fair comparison, the macro diversity principles should not be compared at equal activity factors, as these may correspond to different served traffic loads, but rather at equal served traffic loads. For a given activity factor, the served load is calculated as the average user bitrate multiplied with the activity factor taking muting into account. For example, if the average bitrate when scheduled is 1Mbps, the activity factor is 0.5 and 10% of the mobiles are muted, the served traffic is 0.45Mbps.

This simple way of calculating the impact of muting does not take into account the increased delay. A users that is muted will be scheduled later than in a case without muting. Also, muting will reduce the average available bandwidth for the scheduler entailing increased queuing delays. This service quality degradation caused by muting is dependent on traffic characteristics and scheduler and is left for further studies.  

4. Numerical Results

This section presents numerical results on the form of normalized bitrates versus traffic load and cell radius. Figure 2 shows such results for a typical urban environment. Comparing the different principles, it is seen in the left plot that for a fixed cell radius, muting can provide a large gain in cell-edge bitrate (5th percentile). The capacity and cell-edge bitrate improvement is similar to what is achieved with macro diversity. Up to a served traffic of 2bps/Hz/site the gain is around 0.2bps/Hz both with and without macro diversity. This shows that interference control and macro diversity can be combined and also that the two methods can be investigated separately. The total gain is 200% in cell-edge bitrate and 40% in capacity. In the right plot, results indicate that the cell radius also is increased with mute. But indifferent to cell-edge bitrate the improvement is not as large as with macro diversity. The reason for this is that mute increases channel limitation. 

Figure 3 shows the same form of results as Figure 2, but for a Pedestrian A channel. For this more strongly fading channel with less diversity inherent, slightly lower 5th percentile bitrates are achieved, especially with hard handover. The absolute gains with mute are smaller but the relative gains are similar in this case. With 500 meters cell radius, hard handover with mute cannot serve 1.5bps/Hz/site.

Muting entails that less bandwidth can be utilized in each cell. This is shown in Figure 4 where channel utilization and mute factor is shown. With muting up to 60% of the channels (chunks/frequencies) can be used while schedulers in other cells mute up to the remaining 40%. Still the served traffic is much higher than 60% of the non-muted case, this is since interference reduction improves the average bitrate. At lower load scheduling collisions are less frequent resulting in less muting. Even though the actual impact on service quality is difficult to predict from these results (and varying depending on service and scheduling algorithm) it is clear that each muting occurrence will delay a transmission. Mute will also increase queue delay, but this is more a function of served traffic than of muting factor. 

5. Conclusions

Coverage, capacity and cell-edge bitrate are important attributes for E-UTRA. Simulation results show that that both macro diversity and interference control can improve for all these measures. The gain by the two methods add, e.g. interference control gain is equal with and without macro diversity. A simple mobile individual interference control, ‘muting algorithm’, has shown to improve cell edge bitrate and capacity significantly. The upper bound is in the range of macro diversity. However, interference control, blocking full channel utilization, will increase queuing delay. This delay increase is service dependent and needs further investigation. Coverage is also improved but not as much as with macro diversity because of increased channel limitation. Interference control is complementary to macro diversity and the combined gain is large. With the studied muting algorithm and macro diversity 200% cell-edge bitrate and 40% capacity is gained compared to hard handover without muting. Even though these figures not includes delay and queuing, mobile individual interference control has a large potential and supporting such mechanisms should be considered for E-UTRA [1].
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Figure 2: Normalized bitrate versus traffic load (left) and cell radius (right) for the Typical Urban channel. 
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Figure 3:  Normalized bitrate versus traffic load (left) and cell radius (right) for the Pedestrian A channel. 
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Figure 4: Channel utilization (left) and mute factor (right) versus traffic load for Typical Urban. 
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