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1
Introduction
As the processing power at Node B receiver increases, advanced uplink code division multiple access (CDMA) receiver techniques become attractive [1]. In particular, interference cancellation techniques become an effective way to increase uplink capacity in cellular CDMA systems. 
In this document, we provide a summary of the results already published in open literature [2][3][4][5] and examine the improvement in spectral efficiency (b/s/Hz) due to interference cancellation. We present Shannon capacity results for an uplink CDMA channel in a multi-cell scenario. 
First, a conventional, matched filter (MF) CDMA receiver is considered, where interference from other users is treated as additive white Gaussian noise. 
Then, MF results are compared to a successive interference cancellation (SIC) scheme, where users are decoded in sequential order and interference is cancelled after each user is decoded. 
For each receiver, we also illustrate that Shannon capacity linearly scales with the number of receiver antennas.
2
Single Receiver Antenna Uplink CDMA System Capacity
In section 2.1, we review the fundamental results for the medium access channel (MAC) channel capacity. 

In sections 2.2 and 2.3, we derive the capacity of a CDMA system with MF and SIC receivers with single receiver antenna. We show that SIC receiver achieves the MAC capacity. The derivation is taken from [3].

2.1 MAC Capacity

It is shown in [2] that the capacity of a MAC Gaussian channel is given as:
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Where w is a complex Gaussian random variable of variance 
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The capacity in the general case of M users is given as:
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2.2
MF Receiver
Assume a multiple access channel where M users share a common spectrum.

Consider a MF receiver, which is suboptimum receiver for this channel. Denote with 
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 single to noise interference plus noise ratio at the symbol level for user k. Then, 
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 can be expressed as:
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Where 
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 represents the symbol signal to noise ratio for user j. In spread spectrum systems, signal to interference plus noise ratio is typically small. Therefore, as shown in [2], for 
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Combining equations (3) and (4) it follows that:
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Where 
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 is the corresponding power and T=1/W is the symbol period and W is the available bandwidth. 
Denote with 
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 the total received power. Then, the k-th user capacity can be lower bounded as:
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where as the number of users is increased, the bound becomes tighter. The total system capacity can be written as:
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Equation (5) can be rewritten as:


[image: image16.wmf]0

111

[//]

log2log2

T

T

eTe

S

RoT

CbsHz

NWSRoT

-

==

+


(8)

where 
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 is commonly referred to as rise over thermal noise ratio. As it can be seen from (6), as RoT→∞, the uplink capacity, 
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It is critical that the system load is sufficiently far from the capacity, because operating close to capacity can create system instability which can lead to increased user outage. Therefore, in practice, RoT is typically limited to 6 dB or below. RoT limitation is also imposed in order to guarantee coverage – due to Tx power limit at the UE, high operating RoT can prevent service to users at the cell boundary.
2.3
SIC Receiver
It is shown in [3] that SIC receiver achieves Shannon capacity of multiple access channels. 
The SIC schemes works as follows. Let there be M users in the system. Assume without loss of generality that the first user to be decoded is user M. This user M is subject to same interference as the MF receiver. After the user M is decoded, the interference that user M injected to the system is cancelled, so that the next user to be decoded, user M-1, does not experience the interference from user M. In only receives interference from users 1 to M-2. After user M-1 is decoded, the interference that it caused is cancelled and the procedure is repeated for the remaining users in the system. 
We now show that this scheme can achieve Shannon capacity of a multiple access channel.
Consider a system where all users transmit at the same rate, C. For user M, equation (5) can now be rewritten as:
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where 
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. For the remaining users, after interference cancellation we can write:
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Equation (10) is valid for all users, that is, k=1, 2, …, M. Since all rates are equal, (10) is satisfied if:
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Where 
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 can be found as:
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And as shown in [1], after expanding the exponential into a Taylor series, one can write:
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Since the second term of (13), for finite M is greater than 1 (approaching 1 as M→∞) it follows from (10) that:
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And the total capacity as:


[image: image27.wmf](

)

0

222

00

log1loglog[//]

T

T

T

NWS

S

CMCRoTbsHz

NWNW

æöæö

+

==+==

ç÷ç÷

èøèø


(15)
As it can be seen from (15), the capacity is unbounded as RoT→∞. Therefore, there are no issues with the system stability. Power limitation at the UE is also not as critical any more, even at high RoT, because users at the edge of the cell can be decoded last and therefore benefit from interference cancellation.
Note that the Shannon capacity of a multiple access channel is not only received in case of an equal rate system. For an unequal rate system, it follows from (10) that the total capacity can be expressed as:
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where 
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. The sum capacity can now be lower bounded as:
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2.3.1 Imperfect Cancellation

The result in (15) reflects the total capacity under perfect cancellation. However, in real systems cancellation is not perfect due to imperfect amplitude estimation. In order to model imperfect cancellation, assume that fraction ( of each cancelled user’s power remains after cancellation. We can rewrite (14) to account for non cancelled interference as:
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Or as a function of RoT as:
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It can be seen from (19) the capacity is now bounded as RoT→∞ and 
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.As ( approaches 1, the capacity approaches MF capacity and as ( approaches 0, the capacity approaches SIC capacity with perfect cancellation. 
Since capacity is bounded, it is important to operate sufficiently away from the capacity limit. When compared with MF receiver, practical operating point corresponds to a higher RoT. 
A comparison of system capacities of MF, SIC with perfect and imperfect cancellation for a single receiver antenna is illustrated in Figure 1. The figure illustrates the potential of SIC relative to MF. Not only that SIC provides higher throughput for the same RoT, but also allows operation at higher RoT, due to the fact that the MF curves saturates at lower RoT values.
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Figure 1: System capacity for MF and SIC with perfect and imperfect cancellation
3
Multiple Receiver Antennas Uplink CDMA System Capacity
In this section, we consider system capacity with multiple receiver antennas. Each user still has only a single transmitter antenna. Independent identically distributed Rayleigh fading random variable is assumed at each receiver antennas. 
3.1
MF Receiver

Denote the number of receiver antennas with R. We can now rewrite (5) to account for multiple receiver antennas as:
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Where index, r, denotes the antenna and 
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, j=1,2,…, M; r=1,2,…,R is chi-squared distributed random variable with 2 degrees of freedom. 
Assuming sufficiently large number of users in the system, the impact of the total received powers on all antennas 
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Note that since  i.i.d. Rayleigh process is assumed on each antenna, average total received power is equal on all receiver antennas:
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We can rewrite (20) as:
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and we can express the total capacity as:
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After averaging over 
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When compared to (8) we see that capacity linearly scales with the number of receiver antennas R.

3.2
SIC Receiver

The extension of the SIC receiver that achieves capacity of multiple access channel with multiple receiver antennas is an MMSE-SIC receiver. 
As shown in [4], the extension to SIC receiver consists of MMSE filter being applied before successive cancellation at each cancellation stage. Moreover, the capacity of such channel is equivalent to the capacity of multiple input multiple output (MIMO) channel [5] because input distribution that achieves capacity consists of identically distributed and independent Gaussian random variables. 
Recall from [5] that the capacity of such a channel is given as:
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Where 
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 is R(R identity matrix, 
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 j=1,2,…, M is the channel gain for user j towards all R receiver antennas, 
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, i=1,2,…,R. Therefore, for sufficiently large number of users M, (24) can be rewritten as:
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where assuming constant received power for all M users, 
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 is chi-squared distributed random variable with 2M degrees of freedom. 
Invoking Jensen’s inequality we can further write:
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When comparing (28) with (15) we noticed that capacity is linearly increased with the number of antennas.

4
Impact of Outer Cell Interference
The analysis so far did not take into account the impact of outer cell interference. In a multi-cell scenario, interference from users located in other cells is always present and it is referred to as outer cell interference. Outer cell interference is commonly modeled as zero mean Gaussian random variable with variance equal to 
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If we assume that the signal received from other cells is not decodable and hence not cancelable, in order to model outer cell interference once can simply substitute 
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 in the formulas above. Therefore, after accounting for outer cell interference, the capacity for MF receiver can be written as:
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While capacity of the MMSE-SIC receiver is given as:
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The capacities of MF and MMSE-SIC receiver are illustrated in Figure 2. The figure illustrates that in the presence of outer cell interference under the assumption that outer cell interference cannot be cancelled, as RoT→∞, the gain of MMSE-SIC receiver over MF detector is about 64%. 
In the practical regain of interest (assume that the system operates 70% of maximum capacity) the gain is preserved, due to the fact that MMSE-SIC receiver can operate at higher RoT because MF curves saturates at lower RoT values. The difference in operating RoT is roughly 2 dB. For example, in order to have fair comparison, one should compare MF capacity at say 6 dB, with MMSE-SIC capacity at 8 dB.
However, note that in CDMA systems, due to the presence of SHO in uplink, a fraction of the outer cell interference is decodable and hence cancelable. This fraction is dictated by the BLER in each cell. 

For example, assume target BLER of 1% and an UE that is in soft handoff with cells 1 and cell 2. In order to get to 1% BLER after selection combining, BLER on each leg could be 10% and the target BLER is met. In this scenario, the interference caused by a UE in cell 1 to cell 2 would be 90% cancelable.
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Figure 2: System capacity for MF and MMSE-SIC as a function of RoT –  f = 0.5
5
Conclusions
In this document, we reviewed known results from open literature and showed that:
· CDMA with SIC receiver achieves MAC Gaussian channel capacity

· Capacity of CDMA system linearly scales with the number of receiver antenna for both MF and SIC receivers
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