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1 Introduction

In this contribution, we briefly identify and discuss some problems with scheduling mechanisms 1 and 2 suggested in the latest working version of TS25.309 for scehduling in uplink. Then we provide a solution for some of these problems.   
2 What Relative Grant in serving cell should control: Maximum TFCI or the dedicated rate? 
Relative Grant (RG) in serving cell should be only applied to the Max TFCI (indicator of available resource to UE) otherwise because the surrounding Node B has no idea about the UE’s current transmission capability or the reserved available allocated capacity in the serving Node B, it ends up in low utilisation of radio resources, unnecessary delays and low efficiency of scheduling.

If serving cell does not have a say on available capacity and applies the RG only to the used bit rate suggested by second mechanism, the non-serving cell can basically override the decisions affected by original influence of serving cell. In fact, more say and importance to the surrounding non-serving cells than the UE and serving cell itself. If we follow mechanism 2 in TS25.309, we end up with a situation that surrounding Node-Bs can reduce the UE transmission rate by sending successive down commands, regardless of available capacity in the serving Node-B and UE’s current capabilities in terms of buffer status and available transmission power, leading to under utilisation of radio capacity.
 I should emphasis on the fact that fresh AG issued by Node-B is not just the result of a synchronised knowledge on the limit set in the UE.  It should also take into account the full buffer status (also agreed by many companies) which is changing. An efficient uplink scheduling algorithm in Node-B should take into account full instantaneous changing profile of UE buffer occupancies, RoT, the interference and finally the current limit set in the UE to come up with a new absolute grant (AG). Only refreshing AG performed by solution 1 can take care of that efficiently.
This information is changing regardless of what’s happening in the used resource by UE.  For some traffic scenarios relative grants only, are not able to take care of the occurring radical changes efficiently. 
Process of refreshing of AG performed by solution 1 is absolutely vital as the overall knowledge of buffer profile and other parameters should also be taken into account.  Therefore if we choose solution 2 we restrict ourselves to only to “the limit set in the UE which is synchronized whenever the E-DPDCH is transmitted” and we end up with the scheduling which does not utilize the radio resource in an efficient or fair manner.
As a conclusion process of refreshing AG provided by solution 1 is vital to take care of all the aspects involved in a successful packet scheduling simultaneously.
BR.
 
3 Adaptive Ramping for Rate Scheduling
According to the latest discussions in RAN1/2 and the outlined scheduling mechanisms one and two, UE under some conditions might ramp up from a current bit rate to reach the value assigned by AG (absolute grant). An offset is considered for this process which may be decided based on an initial bit rate. For two UEs with similar low initial bit rate when UEs have fairly low data rates, UE with almost full data buffer should ramp up with a higher speed than UEs with small amount of data in their buffer otherwise it will suffer from further delays.  

The idea of applying faster ramping up is beneficial as it distinguishes between UEs with critical UE buffer load conditions. UEs will enjoy less end-UE delay and overall user experience will improve cell wide. 

Therefore it is suggested that in deciding the speed of ramping and amount of offset, both initial bit rate and buffer occupancy should be taken into account.

The problem with relative grant (RG) is that it does not provide an indication to UE that how much it should decrease or increase the speed of ramping up process. The bit rate on its own is not sufficient to make a decision on the offset value or speed of ramping up process. 
The UE with low bit rate and well below absolute grant (AG) might not need to ramp up faster than normal speed as it might have small amount of data to transmit and ramping faster than the normal speed might harm other UEs with critical high amount of data in their buffer. They will suffer more interference. This is in fact the strong concept of fairness in uplink which should be taken care off. 

The low amount of data in UE buffers on the other hand, on its own, is not sufficient to not choose a fast ramping as other UEs might also have few data in their buffers.

In conclusion, it is suggested that UEs involve both the know ledge of bit rate ( its distance from AG) and a knowledge of buffer filling status of other UEs. 
If UEs somehow became aware of other UEs’ buffer filling status, it will then let them fine tune the speed of ramping up more efficiently. The broadcast of capacity information in terms of mean buffer occupancy to UEs is a simple solution to this problem [1-2]. The involved UEs measure their distance from mean buffer occupancy and ramp up with a higher speed than normal (higher offset value), if they are well above the broadcast mean buffer occupancy. The result is a better UE experience, better end-user delay and better buffer occupancy profile. The idea is shown in Figure 1.
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Figure 1 Dynamic ramping based on initial bit rate and capacity indicator

Please note that the data for UE1 in Figure 1 data has been sitting in the UE buffer for a while and if it does not ramp up faster it will suffer from further delays. UE2 on the other hand realises that it is well below the broadcast aggregate capacity and it does not accelerate the ramping process to let UE1 recover from its critical solution.    
4 Fairness for Rate Scheduling
Due to nature of bursty traffic we might end up with situations when group of UEs suddenly receive high amount of data when they already have a near full buffer. On the other hand group of other UEs may have low data for transmission. This imbalance in buffer loading status if not dealt with, leads to low fairness and bad UE experience. While higher layer might take care of this issue on a slow basis, if rely only on RoT profile for this imbalance buffer condition and not take care of fairness on a fast basis the overall user experience cell wide will suffer:

It is worth noting also that if absolute grant (AG) mainly is controlled by RoT, is not capable of dealing with this fast changing dynamic of queuing system (i.e. imbalance buffer filling situation) on a fast basis. On the other hand the relative grant (RG) is also not fast enough: 

- One possibility is to take into account buffer imbalance conditions in Node-B to affect the absolute grant. Node-B should decrease absolute grant (Maximum allocated resource to group of UE with few data) and increase the absolute grant for group of UEs with lot of data in their buffer on a faster and more frequent basis. This will lead to increased dedicated signalling relative to absolute grant.

- On the other hand decreasing absolute grant (maximum allocated resource) for some UEs and increasing it for other UEs on a fast basis might be in conflict with RoT which reflects a decision on allocated capacity based on average historical radio channel and interference profile.
- Therefore to deal with fast changing buffer filling condition through Node-B, we end up with unnecessarily low capacity allocation for some UEs which might not be in agreement with decisions based on RoT.

The simple solution is to make a secondary decision or fine tuning in UE based on a broadcast of aggregate capacity indicator in form of mean buffer occupancy therefore having a cooperative scheduling [1-2] and leave AG and RG decisions to be more RoT oriented. Without a need for fast AG variations, UEs are capable of dealing with imbalance buffering conditions. UEs are also aware of other UE’s buffer status when they compare their buffer occupancy to this aggregate value: when they are well above this aggregate, they use more radio resource and transmit faster on a temporary basis, and when they are well below aggregate they slow down and use less radio resource. This solution avoids increased signalling for AG and increase the efficiency of RG. The idea is illustrated in Figure 2. 
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Figure 2 Rate Scheduling + Cooperative Scheduling

Please note that UE2 realises that it is well above aggregate and lets UE1 recover from critical load conditions. The result is a cooperative scheduling, leading to better end-user delay, better fairness, better UE experience and less packet dropping. 
5 Signalling Aspects
The following assumption was made on signalling:

1. It is assumed that mean buffer occupancy is determined per each application such as streaming, interactive and background. 
2. The mean buffer occupancy can have a value between zero and full buffer size. The buffer size is divided into number of segments (e.g. fifty segments). 
3. To keep the operation simple, only serving Node-B broadcast the mean buffer occupancy indicator.

4. When a new UE joins a serving Node-B, it is not aware of the current mean buffer occupancy of that Node-B: Node-B sends whole buffer occupancy to UE (e.g. 6 bits) to UE through for example 6 bits signalling through SGCH (This is a negligible signalling which does not affect the signalling load).   

5. When mean buffer occupancy changes by at least one segment, a one bit capacity indicator (increase/decrease) sent on SGCH which is broadcast to group of UEs, (i.e. background, interactive or streaming) which are identified by a group ID (up to two bits on SGCH).  UE then updates mean buffer occupancy information by applying this single bit relative value.  
The signalling structure is illustrated in Figure 3: 
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Figure 3 Signalling for proposed capacity of broadcast information
It is worth noting that since Node-B is fairly aware of both broadcast value and UE buffer occupancy, it is capable of performing a “mirror calculation” which helps it to be aware of UE decision and reserve/allocate the hardware resources in advance. 

6 Conclusion 

By broadcasting a one-bit capacity (mean buffer occupancy) indicator, a cooperative scheduling mechanism based on a comparative metric [1-2] can be realised which improves performance of ramping and the fairness and user experience cell-wide by providing a dynamic ramping mechanism and reducing end-user delay. A signalling principal for Node B scheduling information has been presented. In conclusion, the following text proposal is proposed for 25.309.
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----------------------------------- Start of text change proposal  to 25.309  distributed on 10.11.2004 ------------------------------

9.2
UE scheduling operation

-
The UE maintains a “Serving Grant”, which corresponds to the last Absolute Grant received from the Serving E-DCH cell which has then been modified, every TTI, by the Relative Grant sent on the Serving E-DCH RLS;

-
This operation is independent of the Relative Grants received from the Non-serving RLSs;

-
If at least one Non-serving RLS indicates “DOWN”, the UE shall degrade the current used bit rate by a pre-defined offset. The offset may be dependant on the bit rate;

-
The option to use a calculated offset is FFS (e.g. the offset may be function of the measured CPICH power on the overloaded cells in relation to the measured CPICH power on the serving cell);

-
When no more “DOWN” is received from any Non-serving RLS:

-
The UEs gradually increases its current bit rate, by another pre-defined offset until it reaches maintained “Serving Grant”. The pre-defined offsets used by UE, may be dependant on the bit rate or a relative metric determined in UE based on the received capacity indicator (i.e. mean buffer occupancy).
----------------------------------- End of text change proposal  to 25.309  distributed on 10.11.2004 ------------------------------
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