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1 Introduction

In SHO, there are two options on where the scheduling grant could be sent from: single NodeB scheduler or all NodeBs sending the scheduler grants. With a single NodeB scheduling, a UE receives scheduling grants only from a primary NodeB that can be chosen based on various criteria. Alternatively, multiple NodeBs in the active set are mandated to do rate scheduling grants and a UE would lower its rate if it receives a “DOWN” grant from any of the active NodeBs.

In this contribution, system performance is compared for these two options. Rate scheduling is assumed i.e. the SHO UE receives only relative grants from either a single NodeB or from the entire active set NodeBs.

2 System Simulation Parameters 

This section shows some simulation assumption for our system level results. In Table 1, the system configuration is shown while the data rate tables are given in Table 2 and Table 3.  

	Parameter
	Assumption
	Comments

	Cell layout
	Clover grid, 36 cells
	wrap-around enabled
Site to site distance = 2800 m

	Channel model
	VehA30km
	

	# UEs per cell
	10
	

	HARQ
	Chase combining
	Max # of trans = 4 for 2ms TTI and 2 for 10ms TTI

# HARQ proc = 5 for 2ms TTI and 3 for 10 ms TTI

	Scheduling period
	Per TTI
	Rate scheduling only

	Inner loop power control
	Enabled
	Power step: 1dB

	Outer loop power control
	Enabled
	Up 0.5dB

	Max. active set size
	3
	

	Max. UE Tx power
	21dBm
	

	Traffic model
	Full buffer
	

	TFCS
	TFCS 1 (after 4 Tx in 2ms TTI, or after 2 Tx in 10ms TTI)
	1024, 896, 768, 640, 512, 384, 256, 128, 96, 64, 32, 16kbps

	Simulation time
	More than 40 sec
	Drop numbers: 2 times


Table 1:  System Settings
	Number of code blocks
	Payload
	SF

(w/o DCCH)
	Modulation
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	 Rate after 4 Tx (kbps)

	1
	128
	4
	BPSK
	15
	12 
	16

	1
	256
	4
	BPSK
	15
	17
	32

	1
	512
	4
	BPSK
	15
	21
	64

	1
	768
	4
	BPSK
	15
	27 
	96

	1
	1024
	4
	BPSK
	15
	38 
	128

	1
	2048
	4
	BPSK
	15
	47 
	256

	1
	3072
	4
	BPSK
	15
	53 
	384

	1
	4096
	4
	BPSK
	15
	67
	512


Table 2: MCS Set for 2ms TTI 

	Number of code blocks
	Payload
	SF

(w/o DCCH)
	Modulation
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	Rate after 2 Tx (kbps)

	1
	320
	4
	BPSK
	15
	11 
	16

	1
	640
	4
	BPSK
	15
	15
	32

	1
	1280
	4
	BPSK
	15
	21 
	64

	1
	1920
	4
	BPSK
	15
	27
	96

	1
	2560
	4
	BPSK
	15
	30
	128

	2
	5120
	4
	BPSK
	15
	42 
	256

	2
	7680
	4
	BPSK
	15
	53 
	384

	3
	10240
	4
	BPSK
	15
	60 
	512

	3
	12800
	2
	BPSK
	15
	67
	640

	4
	15360
	2
	BPSK
	15
	75
	768

	4
	17920
	2
	BPSK
	15
	84
	896

	5
	20480
	2
	BPSK
	15
	95
	1024


Table 3: MCS Set for 10ms TTI 

3 Results   

Cell throughput as a function of average RoT is compared for 10ms TTI and 2ms TTI in Figure 1 and Figure 2, respectively. The fading channel is VehA of 30 kmph.  It is seen that for both TTI lengths, multi-NodeB rate scheduling outperforms best-NodeB rate scheduling for the normal RoT operating regions. The performance degradation seen in best-NodeB scheduling is due to the negative impact on other NodeBs, which are not the scheduling NodeBs. This performance degradation is more produced in 10ms TTI where the scheduling period is relatively long and cannot monitor RoT more closely. The performance difference is less seen in 2ms TTI since the faster scheduling can reduce (to some extent) the probability of the RoT overshooting caused by best-NodeB scheduling.
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Figure 1 Cell throughput vs. average RoT for 10 ms TTI
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Figure 2 Cell throughput vs. average RoT for 2ms TTI

Better performance of multi-NodeB rate scheduling in SHO can be further understood from the distributions of RoT. With multi-NodeB scheduling, the probability of overshoot is reduced as illustrated in Table 1 which gives the overshoot probabilities for average RoT of 6dB. 

	10ms
	Best NodeB
	0.0194

	
	Multi NodeB
	0.0105

	2ms
	Best NodeB
	0.0086

	
	Multi NodeB
	0.0061


Table 1:

Prob[RoT >  8 dB] for both 10ms and 2ms TTI

4 Summary 

EDCH system performance is compared between best NodeB rate scheduling and multi-NodeB rate scheduling in SHO for both 10ms TTI and 2ms TTI cases. It has been found that over the normal RoT operating regions, multi-NodeB rate scheduling performs better than best NodeB rate scheduling in terms of cell throughput. Their performance difference is less significant for 2ms TTI due to the tighter RoT control with shorter scheduling period. 

While the multi-NodeB scheduling is less aggressive since uplink resource at least for the primary cell is not fully utilized, the results show the negative effects of single NodeB scheduling on the noise rise in non-scheduling NodeBs. Better RoT control is also important from the viewpoint of not adversely affecting the operation of R99/4/5 terminals in the scenario of R99 in parallel with EDCH. If the noise rise were to deviate significantly from the target (i.e. planned) UL noise rise, then the coverage for R99/4/5 terminals will be negatively impacted and lead to excessive call dropping and or call blocking in the system. 

It is therefore proposed that:

· All NodeB in the UE active shall send the (relative) scheduling grant to the SHO UE

· UE would combine the received scheduling grants

· Or-of-Down rule as working assumption as the combining rule
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