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1. Introduction
This document examines the nature of generic absolute and relative grants and derives a relative grant scheme which significantly reduces the downlink signalling load required for the relative grant.
2. Overview of Absolute and Relative Grants
2.1 Absolute Grant
Absolute grant can for example describe when the UE should start its transmission and/or for how long.  It can also be used to stop the transmission if desired.   Similarly the parameter controlled can be transmission rate or transmission power.   In principle the absolute grant can set bounds for or provide a starting reference for the transmission time, rate or power for UE.  The absolute grant could control any combination of one or more of the parameters.  Each parameter may require multiple bits, e.g. 6bits, to provide adequate resolution.
2.2 Relative Grant

In contrast relative grant would adjust transmission time, rate or power relative to the existing setting.  Of course it would require initialisation and perhaps require further periodic or event based re-initialisation in some case, for example, at the start of the session or when the service combination changes.  The relative parameter may be 1bit or multiple bits to provide fast adjustment (ramp-up, ramp-down) capability.  It is envisaged that the relative grant will be a function of both UE specific and cell wide collective information.
2.3 Signalling Requirements

Both the absolute and relative grants require explicit or implicit signalling to each individual UE.  In order to ensure full scheduling diversity, the relative grant is envisaged to be on the same granularity as the scheduling period, on a TTI by TTI basis (2mS or 10mS).   For full scheduling diversity the relative grant should be controlled on individual UE basis.  The grants would need to be robust enough to sufficiently guard against errors.  This could impose a significant signalling load in the downlink. 
2.4 Grant Determination
Both the absolute and relative grants are based on either explicit or implicit information of either absolute or relative traffic level and QoS (eg delay) level of active UEs, and on other parameters such as individual UE’s transmit power constraint, service and/or UE priority and cell load.   
To assist with this process, it is anticipated that the necessary UE specific information will be sent by individual UEs to Node B in the uplink.   The Node B collects information of all UEs and decides upon the absolute and relative grants.  The grants are then sent to each UE individually using the downlink channel resource.   
3. Relative Grant Schemes
3.1 Node B based scheme

In the simplest form the relative grants to each UE would consume 1bit per TTI.  However to increase the effectiveness of using relative grant some error resilience is needed, for example by using 3 bit repetition coding or some other type of coding redundancy.  Additionally, for 10mS TTI, it can be argued that perhaps a higher level of error protection is needed since it is 5 times longer scheduling period than 2mS.  The impact of the number of channel bits used to convey the relative grant on the signalling load per UE is summarised in Table 1.
	Channel bits/TTI
	TTI Length

	
	2ms
	10ms

	1
	500bps
	100bps

	3
	1500bps
	300bps

	5
	-
	500bps


Table 1.  Relative grant signalling load per UE for 2 and 10ms TTI length.
For the case of a system with 10UEs that uses 3 channel bits per TTI then the resulting signalling load would be 15kbps and 3kbps per TTI for 2mS and 10mS respectively in the downlink.  If the number of UEs is increased to 100 then the signalling load would be 150kbps and 30kbps respectively.  This is significant signalling load, particularly for the 2mS TTI case.

Thus it is desirable to reduce the downlink signalling load for scheduling grants. One possibility is to reduce the frequency of scheduling grant updates. However, this may compromise the statistical multiplexing gain and fairness across the cell.   

Another possibility is to let UEs autonomously decide upon the scheduling grants based on some predefined set of rules.   Such schemes usually are non-deterministic, and benefit from reduced scheduling grant signalling 
In contrast the scheme described in the following paragraphs achieves a significant reduction in DL signalling load, whilst retaining scheduling control at Node B.
3.2 Reduced signalling scheme

Generally in calculating the relative grant, most of the schedulers utilise parameters such as relative traffic load, QoS and priority information of UEs in a cell to decide upon the relative scheduling grants in the Node B for each UE.  Therefore, as stated in Section 2.2, it is envisaged that the relative grant will somehow convey both collective and UE specific information.

If the UE specific information used to determine the relative grant is already known at the UE, then it can be inferred that the relative grant inherently contains a degree of redundant information.  If in turn it is assumed that the only parameters that are unknown by the UE are the collective parameters, then only this information needs to be signalled in order for the UE to arrive at the relative grant.  

As the collective parameters are the same for all UEs, it would make sense to use a common channel to inform all UEs of these collective parameters in the cell.  Thus, eliminating the need to inform each UE of its own individual relative grant information and replace it with collective parameters, an example of one such parameter being the average buffer loading of the cell.
Upon receipt of the collective parameters, UE determines relative proportional grant in the same way as it would be calculated in the Node B.  In the case of the above example this could be based on the ratio of UE’s normalised buffer value to the average normalised buffer load as informed by Node B.
The result is that the UE effectively arrives at the same relative grant but with significantly reduced signalling requirement to achieve this.  
Simple error analysis suggests that a resolution of 2% will be sufficient for the broadcast parameter.  Therefore a 6-bit value will be sufficient to ensure this.  If we assume that 1/2 rate coding is used and 4 bits are added to the CRC then this results in a 16-bit signalling load per TTI.  This translates to a rate of 8kbps and 1.6kbps for 2 and 10ms TTI respectively, independent of the number of UEs.
3.3 Performance comparison


Fundamental information to determine the scheduling grant in any scheme is: UE buffer load, delay, UE transmit power constraint, service priority, UE priority and cell load (or unused cell load).  Service and UE priority are anticipated to vary very slowly or not at all and therefore it is conceivable that they could be taken into account in the absolute grants.  On the other hand, the buffer load, delay, and UE power constraint tend to vary much more rapidly (ie: on TTI scale) and therefore form the key parameter set in calculation of relative grant.   However, for non delay constrained services, delay could be given less emphasis.  Cell load information could conceivably be used in either relative or absolute grants (or may be both). 

In Annex A we compare, the performance of buffer load based relative grant scheme with Node B assigned absolute grant every 10 TTIs.   The relative grant scheme uses the collective information sent by Node B (every TTI) and UE’s own buffer information. In both schemes the UE’s power constraint is respected.  The performance difference shown in the results in Annex A arises from different update rate of scheduling grant.  Of course, the absolute scheduling grant could operate at very TTI, but that would result in a significantly higher DL signalling load, thus reducing the overall efficiency of the system.   The performance shown for relative grant scheme is operated with no additional support of absolute grant. 

3.4 





3.5 
4. Conclusions and proposals

The proposed relative grant scheme significantly reduces the downlink signalling overhead without the loss of performance.  Node B is still considered as the resource broker and would be able to control the scheduling load of a cell as well as that of individual UEs.  

Broadcast based relative grant scheme would afford a higher error protection for the broadcast messages without excessively consuming the downlink capacity compared to relative grants dedicated to individual UEs.   Thus, broadcast based relative grant scheme would be less susceptible to downlink signalling errors.  Generally, the proposed scheme can operate without the need for absolute grant.  Thus further reducing the burden of DL signalling.
Considering the benefits, it is proposed to adopt the proposed relative grant scheme for E-DCH.
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Annex 1. System level simulation
Table A.1 below shows the general system level parameters adopted from [1], to be used both in the reference case [2], and in the proposed reduced signalling scheduling grant scheme.
Please note that for the presented results in this contribution:

· OTA (Over-the-air throughput) -- is defined as the average amount of data that is transmitted per unit time, when only the TTIs in which transmissions occurred are considered. This quantity is obtained by dividing the total amount of data successfully transmitted by the total amount of time that the Node B is transmitting.

· Service throughput -- represents the average amount of data transferred per unit time over the length of the simulation. It is obtained by dividing the total amount of data successfully transmitted by the total length of the simulation. Any idle periods where there is no queued data to transmit are included in this time value.
	Parameter
	Explanation
	Comments

	Cellular layout
	19 Cells, Hexagonal grid, 3-sector sites
	

	Site to Site distance
	2800 m
	

	Antenna pattern
	0 degree horizontal azimuth is East

70 degree (-3dB), 20dB front-to-back ratio
	

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometres

	Slow fading
	UMTS 30.03, B 1.4.1.4
	

	Std. deviation of slow fading
	8.0 dB
	Log-Normal Shadowing

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	Node B antenna gain plus Cable Loss
	14 dBi
	

	Node B RX diversity
	Uncorrelated 2-antenna RX diversity
	

	UE antenna gain
	0 dBi
	

	Maximum UE EIRP
	21 dBm
	

	BS total Tx power
	43 dBm
	

	Downlink CPICH power
	-10 dB
	Relative to the maximum power

	Other downlink common channels
	-10 dB
	Relative to the maximum power

	Uplink system noise
	–102.9 dBm
	

	Specify Fast Fading model
	Jakes spectrum where Doppler based on speed.
	

	Soft Handover Parameters
	Window_add = 4 dB,

Window_drop = 6 dB
	Window_add: The signal from a BS has to be at highest this amount smaller than the current active set’s best BS’s signal for a BS to be added in the active set.

Window_drop: When the signal from a BS has dropped below the active set’s best BS’s signal minus this parameter, the BS will be dropped from the active set.

	Uplink Power Control
	Closed-loop power control delay: one slot
	Power control feedback: BER = 4% for a Node-B - UE pair.

	Power Control Step
	1 dB
	

	Power Control Delay
	1 Time Slot
	

	User data rates in TFCS allocated to the UE
	TFCS1: 8, 16, 32, 64, 128, 256, 384 kbit/s
	

	TTI
	10 ms
	

	Scheduler period
	100 ms
	

	Noise Rise Target (NRT)
	5.2 dB
	

	Priority
	As described in [2]
	

	Minimum allowed data rate
	8 kbps
	

	Maximum scheduled data rate
	384 kbps
	

	Scheduling in SHO
	Done by best server
	Capacity update for the whole active set

	Maximum UE Buffer size
	38400 bits
	

	Traffic model
	Gaming
	Source traffic rate 115 kbps

	Reporting delay
	0
	

	BLER
	1%
	

	Channel
	PA3 30%, PB3 30%, VA30 20%, VA120 20%
	


Table A.1 Simulation Parameters

Figure 1 shows the PDF of RoT for both schemes. 
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Figure 1 PDF of RoT

In Figure 2, it has been shown that the reduced signalling scheme achieves significantly better OTA throughput.  
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Figure 2 OTA Throughput vs distance from cell site
Figure 3 shows that how by applying the reduced signalling scheme the mean packet delay has been improved significantly cell-wide. 
[image: image3.jpg]—«§—Proposed relative grant scheme

—+— Absolute grant scheme [2]

{(s1LL) Aejap 1832ed ueay

1500 2000 2500 3000
Distance from cell site {m)

1000

500




Figure 3 Mean packet delay vs distance from cell site

Figure 4 compares the buffer occupancies achieved by both schemes. It can be that buffer occupancy was improved by almost 20% cell wide. 
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Figure 4 Buffer occupancy vs distance from cell site

Figure 5 compares the service throughput performance. 
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Figure 5 Service throughput vs distance from cell site
Figures 6 and 7 show the PDF and CDF of buffer occupancy showing significant improvements when the reduced signalling scheme.
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Figure 6 PDF of buffer occupancy
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Figure 7 CDF of buffer occupancy

Finally Figure 8 represents the PDF of packet delays. It can be seen that the reduced signalling scheme has significantly improved the packet delays.  
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Figure 8 PDF of packet delay
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