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1. Introduction

During the joint RAN1/RAN2 session in RAN1#38, discussions were held on node B scheduling and some progress made on the structure of the scheduling. There was some general consensus that during soft handover, single node B scheduling without giving information to or taking into account other cells will lead to performance degradations.

At least 4 proposals were discussed:

1. A serving node B with other active set node Bs able to transmit an “overload indicator” if an overload condition arises. UE behaviour on receiving an “overload indicator” is to disregard a previous scheduling allocation [1]
2. A serving node B with other active set node Bs able to transmit a “busy bit” if an overload condition arises. If a “busy bit” is set, all UEs in SHO with the originator of the “busy bit” reduce their maximum node B allowed TFC by a step [2]
3. Multiple independent node B schedulers, with the UE taking the lowest scheduled value [3]
4. Introduction of a scheduling interval delay for SHO UEs and transmission of an indication of expected resource usage [4]. In this scheme, the scheduling interval delay for SHO UEs is introduce in order that the UEs can combine scheduling information from different node Bs (if necessary) and then indicate to most or all of their active set the TFC limit that they will use. The node Bs can then plan their RoT and processing resource usage more effectively, since non SHO UEs are scheduled without such a delay.

It should be noted that (4) is not mutually exclusive to (1) to (3) but can be combined with any of them. This paper discusses some expected characteristics of the proposed schemes and recommends such a combination

2. Evaluation of the SHO behaviour proposals

Overload behaviour

Schemes (1) and (2) require an overload condition to arise before it can be corrected. This may involve excessive interference for a short period of time and possible data loss for a whole cell. Furthermore, the step-back procedure applying to all UEs in SHO between two cells in scheme (2) may lead to under-utilized noise rise for some time. Scheme (3) inherently does not lead to an overload problem, but can easily lead rather to under utilization of interference rise, since all but one of the node Bs will not experience the level of interference that they have budgeted for. Scheme (4) can help avoid an overload situation arising without under-utilizing interference as long as the node Bs art able to effectively re-allocate resources between SHO and non SHO UEs.

Conclusion: Schemes (4) and (3) avoid excessive interference and possible cell wide losses on overload

Fairness

Scheme (1) can lead to a UE being denied higher data rates for some time, because it repeatedly creates overload when scheduled, since non scheduling node Bs are not aware of the decisions of a scheduling node B and hence cannot predict whether to reduce their own scheduled load to allow for an SHO UE. Scheme (2) can maintain fairness, although all UEs in SHO between 2 node Bs are hit by a raised allocation to a single UE hence may suffer some penalties on QoS. Scheme (3) will lead to a severe disadvantage for UEs in SHO, since the probability of a low grant coming from at least one scheduling node B will be quite high, leading to permanently low data rates. Scheme (4) if implemented with a single node B scheduler may cause some problems in allowing other schedulers to prioritise between UEs, since they have no influence on the resources used by SHO UEs that they are not scheduling. If used in combination with multiple schedulers or a busy bit, fairness is more straightforward to maintain.

Conclusion: Scheme (4) combined with one of the others can provide best fairness. Schemes (1) and (3) may provide poor fairness.

Delay

Scheme (4) contains an inherent built in delay of a few msec for UEs in SHO. Scheme (1) could also potentially incur a delay of unknown length, since it requires a UE to disregard a previous scheduling allocation and return to a lower data rate. It is unclear under what circumstances the UE would be able to be scheduled to return to the rate without creating the same problem again. Scheme (3) does not have an inherent delay, but limits the data rate achievable by SHO UEs in practice (see “fairness”), hence will increase overall packet delay. Scheme (2) also does not generate an inherent delay

Conclusion: Scheme (2) is best in terms of delay.

Signalling overhead

Schemes (1) to (3) involve additional downlink signalling that may potentially be quite costly. An overload bit may be transmitted less frequently and with less power than multiple scheduling commands. Scheme (4) involves more UL transmission, although this is also not required all of the time.

Complexity

If the node B schedulers of scheme (3) are completely independent, then the schedulers are conceptually straightforward, although their load will be increased due to the need to handle all SHO UEs. Schemes (1) and (2) seem less complex from the node B scheduler point of view than (4) as they only have to detect an overload situation and do not have to carry out a two stage scheduling, although they require a mechanism for identifying and updating a master scheduling node B.

RoT utilisation

With scheme (1) there may be wasted periods of time during which there is high noise rise due to an overload. Furthermore, non scheduling node Bs may suffer from poor RoT utilisation if they have to try to predict scheduling of SHO UEs, and scheduling node Bs may suffer poor RoT utilisation if their grants are frequently vetoed. 

Scheme (2) may also waste some resource during period of high noise rise due to an overload. Furthermore, there may also be an under-utilisation or RoT in the period immediately following an overload since the transmit power of several UEs will have been reduced. 

Scheme (3) will lead to under-utilized RoT in all but one of the schedulers. Scheme (4) could allow good RoT utilisation as long as the scheduler(s) is/are able to rapidly reallocate RoT to non SHO UEs.

Conclusion: Scheme (4) leads to best RoT utilisation

 Node B resource management

Schemes (1) and (2) lead to non master node Bs not having knowledge of the data rates to expect from SHO UEs, whilst master node Bs will not be certain as to whether their scheduling grants will be applied, leading to possible poor node B resource management. Scheme (3) gives an upper bound on the node B resources, but leads to under-utilisation by some of the node Bs, because they get a lower data rate than they originally planned for. Scheme (4) enables node Bs to explicitly plan their resource management.

Conclusion: Scheme (4) leads to best node B resource utilisation

3. Conclusion

From the above analysis, it can be seen that scheme (4) is required for efficient planning of node B and interference resources. Furthermore, it helps maintain fairness and coverage in SHO, as long as the additional UL signalling overhead is kept low. Scheme (4) may operate with a single scheduler, an “overload bit” or multiple schedulers. Combining (4) with (1), (2) or (3) increases DL signalling, but allows non serving cells to manage overload situations more efficiently.

Examples of combinations of scheme (4) and the other 3 schemes are shown in the figures below. In Figure 1, several node Bs in the active set receive scheduling information from the UE and indicate scheduling commands. The UE combines the commands in some way (rather than taking the lowest grant, the UE could for example take an average) and indicates the assumed restriction. In this way, node Bs are aware of the interference levels to expect and can better plan their processing resources.

Figure 2 indicates the situation when a single scheduler is used. In this case, node Bs are also aware of the interference and processing levels, but cannot influence the scheduling allocations to the UE and have to live with them.

Figure 3 indicates the combination of the feedback scheme with a busy bit indicator. Non serving node Bs can set their busy bit to indicate that they are experiencing a high demand for resources. (The operation of the busy bit in this case is slightly different to schemes (1) and (2), in that it is used to indicate a preference for low increases in resources used by SHO UEs rather than that an overload situation has actually already arisen). The UE interprets scheduling commands and busy bits together and could, for example reduce the scheduling allocation or impose a ceiling if a busy bit is set. In any case, the resource level is indicated to the node Bs for interference and resource planning.
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Figure 1 Additional UE signalling for avoiding resource wastage in SHO (multiple scheduler)
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Figure 2 Additional UE signalling for avoiding resource wastage in SHO (single scheduler)
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Figure 3 Additional UE signalling for avoiding resource wastage in SHO (busy bit)
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