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1. Introduction

Packet data applications are typically bursty by nature, with large variations in their resource requirements. In order to obtain good end-user performance for TCP applications and to efficiently use the assigned radio resources, it is important for the UE to get “immediate” access to high data rates to minimize the influence from the slow start mechanism. Furthermore, being able to rapidly decrease users’ data rates are important to handle sudden interference peaks in the system and to maintain system stability. Differential rate adjustments as the only technique may not be suitable as large increase/decrease in the data rates can take a substantial time.

Several possibilities exist to rapidly provide the users with high data rates, for example:

· Request/grant mechanisms with absolute grants. The use of an absolute grant allows the system to rapidly assign a high data rate to a user without using a slow ramp up procedure. However, note that the delays in the request/grant phase must be minimized. As an example, with one TTI request transmission, one TTI scheduling decision in the Node B, one TTI grant transmission and up to one TTI delay prior the grant takes effect in the UE, the total delay from the appearance of data in the UE to the assignment of a suitable data rate can be up to 4 TTIs. This corresponds to 40 ms and 8 ms for the two possible E-DCH TTI values, respectively, which can be a significant delay, at least for the longer TTI. Note that a differential rate adjustment typically is even slower in changing the data rates. One possibility to alleviate the delay for the 10 ms TTI case could be to base the request/grant signal on a 2 ms interval, regardless of the uplink TTI used.

· Autonomous transmissions [2] (at low loads). In a lightly loaded scenario, the request of resources prior to transmission may not be necessary and the UE can initiate a transmission without a prior request phase. Whether the cell is lightly loaded or not could be informed to the UEs by broadcasting a BUSY/NOT_BUSY signal, either explicitly or as part of a scheduling grant. An example of such a scheme, easily incorporated as a simple extension to a time-scheduled scheme, is given below.

2. Autonomous Transmissions at Low Load

One possibility to reduce the scheduling delays is to inform the UEs in a cell about the uplink cell load and to let UEs start transmitting without prior scheduling request in lightly loaded situations. This ensures a rapid ramp-up of the data rate and the possibility for efficient usage of the uplink resources, especially for bursty applications at low system loads. The basis is a structure with absolute scheduling grants sent on a common channel [1]. The usage of relative grant updates as discussed in [1] is independent of the BUSY/NOT_BUSY described below. The grants contains (at least) an identity of the UE addressed and an upper limit on the amount of resources the scheduled UE may use, (max. To facilitate autonomous transmissions at low loads, the identity carried on the resource grant channel can take two additional values, BUSY and NOT_BUSY. Note that the addition of the two IDs does not require any changes to the physical channel structure, but merely can be considered as two “group IDs” in addition to the UE IDs anyway required.

In the example illustrated in Figure 1, the UE with identity k check the identity (ID) on the shared grant channel and acts according to the following rules:

· if ID=k or ID=NOT_BUSY then
// The UE is scheduled or the cell is lightly loaded

· The UE may transmit using any transport format requiring ( (max
· if ID=BUSY then

// The cell is fully loaded

· if the UE was transmitting using (k then
· The UE may continue to transmit with ( min((max, (k)

· else
· The UE may transmit using  ((0
· otherwise


// The UE is not scheduled or has failed to receive the grant channel
· The UE may transmit using ((0
The quantity (0 controls the amount of resources the UE always may use, regardless of the scheduling grant. It can be set to zero or to some low value if SRBs are to be mapped on the E-DCH.

The mechanism outlined above allows UEs to rapidly use high data rates and provides mechanisms to limit the cell load. To allow for a new UE to request resources when the cell is busy or when other users are scheduled, a resource request signal is used. The network can respond to the resource request in different ways, e.g., by explicitly scheduling the UE sending the request or by lowering the amount of resources UEs may use by reducing (max and temporarily lower the busy condition to let a new user into the system. In the scheme described above, transmission of a scheduling request may not be necessary in lightly loaded scenarios (i.e., when NOT_BUSY is transmitted on the grant channel) as UEs may start to transmit autonomously on the E-DCH in these situations.

Note that the system in this example equally well could be run in a purely time-scheduled fashion by using only the explicit UE identities and not the NOT_BUSY value on the grant channel. Similarly, relative grants can be used to update the amount of resources a UE is using. The scheduling strategy depends on the network implementation and by including the NOT_BUSY condition as described above, additional flexibility in the choice of scheduling strategy is provided. 
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Figure 1: Illustration of the busy indicator operation. Note that the timing has been simplified in the figure (UEs react immediately to the scheduling commands, Node B react immediately to load changes) to highlight the principal operation. Also, the presence of DCH transmission has not been incorporated in the figure.

The numbered cases in Figure 1 correspond to the following examples:

1. Low load situation. The cell is NOT_BUSY when data arrives to UE1, which can start to transmit immediately. Node B sets the BUSY indicator to prevent other users start to transmit (at high data rates).
2. UE1 is active and uses the whole cell capacity. The resource grant ID is set to BUSY. UE2 sends a resource request when data arrives, but is not allowed to transmit as the state is BUSY. When UE1 is finished, the Node B sets the ID on the grant channel to NOT_BUSY to allow UE2 to start transmitting.
3. The Node B responds to the resource request from UE3 by reducing (max and temporarily lowering the busy indicator. UE2 and UE3 transmit in parallel.
4. The Node B transmits “2” to stop UE1 transmission and start UE2 transmission (time-and-rate scheduling). The decision to go for time-and-rate scheduling could, for example, be based on resource requests received from multiple UEs (high load).

3. Conclusions

The importance of minimizing the delays prior to a UE starting to transmit has been highlighted. It is proposed to take this as a requirement for the scheduling mechanism supported. Furthermore, it is recommended to adopt enhancement proposed in the Appendix. The scheduling scheme proposed in [1] can fulfill the requirement on low delay and can support the proposal in the appendix without modifications the physical channel structure.
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