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1
Introduction
The control information for E-DCH needs to be signaled with every E-DCH transmission and constitutes an overhead to the EUL operation. For an efficient operation, this overhead needs to be minimized to the extent allowed by the target QoS requirement.

In this document, we analyze the structure of E-TFICH with different options, and the impact of HARQ operation on the performance.
2
E-TFICH Structure

The Node-B needs to know the following information prior to decoding E-DCH.

1. OVSF codes utilized

2. Modulation

3. TB size

4. HARQ process ID

5. Redundancy version

6. Indication of new data

7. Used beta factor
As has been stated during the SI phase, some of the above fields can be combined to minimize the number of bits needed in the E-TFICH.

As an example, one could define a static mapping between TB size and modulation/codes. Further, one could define a nominal beta factor for each TB size, with any differential power offset explicitly signaled in the E-TFICH.
3
Impact of HARQ

3.1
Number of Bits in E-TFICH

A synchronous HARQ procedure allows a further reduction in the number of bits needed in E-TFICH.

1. The HARQ process ID need not be signaled

2. If the number of transmissions is the same as the number of RV, then using a pre-determined sequence of RV obviates the need for a new data indicator.

3.2
E-TFICH Decoding

A synchronous HARQ procedure helps in the decoding of E-TFICH as well. As noted in [1], the TFCI can be decoded using a maximum likelihood metric or erasure metric or both.

With a synchronous HARQ protocol, the information content across multiple E-TFICH transmissions is correlated. The TB size across all transmissions of a HARQ interlace is the same, while the RV bits change deterministically if a pre-determined RV sequence is used.

Each Node-B could derive the most likely E-TFICH based upon the current and all previous E-TFICH transmissions for pending E-DCH data. We term this as Sequential Decoding and it yields an improved performance. With each transmission, the effective E-TFICH codeword length increases and so does the distance between codewords – this reduces the effective E-TFICH error rate.
Based upon sequential decoding, at each E-TFICH reception, the hypothesis of the TF and associated RV sequence is changed. The stored soft symbols of the corresponding E-DCH are then combined appropriately. There is no additional buffer requirement at the receiver since the soft symbols for all pending transmissions have to be stored anyway for HARQ operation.
4
E-TFICH Design

Table 1 outlines different coding options with a synchronous HARQ protocol.
	Parameter
	Option – A 
	Option – B 
	Option – C 

	Code Type
	Reed-Muller
	Reed-Muller
	Convolutional

	TB Size
	5
	6
	6

	RV + NDI or TSN
	2 (2+0)
	3 (2+1)
	3 (2+1)

	QoS
	1
	1
	1

	HARQ Process ID
	0
	0
	0

	CRC
	0
	0
	8

	Total Number of Bits
	8
	10
	18


Table 1
E-TFICH Coding Options
1. TB Size

a. Option A allows for 32 TB sizes, while options B and C allow for 64

2. RV + NDI

a. Option A allows for a maximum of 4 transmissions, while options B and C allow for 8 transmissions
b. With a synchronous HARQ, this is field can be interpreted as the transmission sequence number (TSN)

3. QoS

a. The QoS bits are used to indicate any difference from the nominal beta factor used for a given TB
b. This allows the UE to increase the beta factor to achieve lower initial BLER for delay sensitive applications, or reduce the beta factor in power limited scenarios
5
Simulations
Consider the sample E-TFICH designs in Table 1. The E-TFICH is mapped to a separate physical channel, E-DPCCH. The rest of the simulation assumptions are outlined in Table 2.
The number of transmissions of E-TFICH is varied from 1 to 4. With each transmission, the RV+NDI field – spanning 2-bits – is updated. Therefore, if the number of transmissions is 4, the RV+NDI field changes from 00, 01, 10 and 11.

Figure 1 shows the E-TFICH decoding performance with VA30 channel after 2 transmissions. It is seen that sequential decoding improves the performance by 1.7 dB. Further, at the operating point of -20 dB DPCCH SNR, a BLER of 1e-3 can be achieved by sequential decoding.
	Parameter
	Value

	TTI
	2 ms

	SF
	16

	Inter-TTI
	5

	DPCCH Slot Format
	0

	Channel Estimation
	Enabled

	Inner Loop PC
	Enabled

	PC feedback delay
	1-slot

	PC BER
	4%

	Outer Loop PC
	Disabled
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	Modulation
	BPSK

	Number of Fingers per Antenna
	4-VA30

	Number of Rx Antennas
	2


Table 2

Simulation Assumptions
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Figure 1

E-TFICH Performance – Synchronous HARQ
The relative link losses are shown in Table 3.
	BLER
	8-bit – Seq 
	8-bit – Nom 
	10-bit – Seq 
	10-bit – Nom
	18-bit – Nom 

	0.01
	0.0 dB
	2.0 dB
	1.5 dB
	3.1 dB
	4.5 dB

	0.001
	0.0 dB
	2.4 dB
	1.9 dB
	3.7 dB
	4.9 dB


Table 3
Relative Link Loss
6
Conclusions

In this document, we analyzed the performance of E-TFICH with different design options. It is seen that the use of synchronous HARQ allows the use of a sequential decoding algorithm for E-TFICH. There is a substantial gain of 2 dB by the use of such an algorithm.
We believe that the number of bits for E-TFICH should be kept as small as possible. Our preference is Option A with 8-bits – this is the bare minimum number of bits needed for an efficient E-DCH performance. Allocation of fewer bits could degrade E-DCH performance, while allocating more bits increases the E-TFICH overhead as seen in this document.
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