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1. Introduction
In previous RAN1 meeting #35, a support of GBR traffic in enhanced uplink was proposed [2] and this issue was identified as RAN1/RAN2 joint discussion point. This contribution is intended for further discussion on GBR issue. Also at the same meeting, another issue of node B scheduling (per-flow basis rate scheduling) was proposed and we think it could be also beneficial to discuss with RAN2 due to its close relation to L2 processing. 
2. Discussion on support of GBR in Enhanced Uplink [2]
Current requirement of uplink enhancement clearly indicates the strong emphasis on uplink streaming services. To serve streaming service in uplink, EDCH have several advantages over R99 DCH such as tighter noise rise management (hence higher uplink capacity than R99) and lowered target BLER due to MAC layer ARQ processing (better transmission energy efficiency than R99). To enable the node B scheduler to handle the streaming traffic efficiently, a GBR attribute of uplink MAC-d flow can be added so that RNC can inform both UE and node B of this MAC-d attribute at establishment. R5 GBR definition can be reused such that the uplink Node B scheduler should deliver GBR over the air interface under normal operating conditions provided there is data to be delivered at UE. Then this attribute can be used at node B, UE and signalling in such a way that:
· Node B : scheduling and GBR

Current fundamental principle of node B scheduling (both Rate Scheduling and Rate & Time Scheduling) provides a general enough framework for fast L1 controlling transmission rate of multiple flows in a cell. If GBR is introduced then Node B scheduler should have a mean to differentiate GBR and non-GBR flows in the cell it is controlling. The signalled attribute by RNC can be used for scheduler dimensioning the uplink resources accordingly.
· UE : TFC selection and resource allocation at UE to support GBR

Currently RAN1 considers a possibility of more than 1 MAC-d flows associated with a EDCH transport channel. Since GBR attribute was not defined in R99 uplink DCH, it is not clear how UE TFC selection algorithm to allocate the assigned rate to both GBR and non GBR flows, e.g. how much portion of allocated rate should GBR flow be allowed? Furthermore, it is FFS that what control the Node B scheduler should have over the UE resource assignment between GBR and non GBR flows. 
· L1 signalling : GBR and non-GBR flow

Unlike HSDPA in which the node B scheduler knows the detail status of all data queues, the uplink Node B scheduler requires UE to report its queue status of GBR flows in detail. It is FFS whether or not current assumptions on L1 signalling schemes for Rate scheduling and Rate & Time scheduling are sufficient for efficient Node B scheduling for GBR flows. For example, in the case of Rate & Time scheduling, UE reports SI via uplink including the buffer occupancy of UE. If only aggregated buffer size summed over GBR and non-GBR flow queues is reported to node B, then the scheduler may be not able to make more efficient decision.
3. Per-UE basis vs. per-flow basis Rate Scheduling [3]
Rate Scheduling in the case of multiple flows associated with EDCH.
Currently RAN1 assumes the rate scheduling scheme which enable the Node B scheduler managing the “UE allowed TFC subset” in step-wise manner by controlling a so-called “UE Pointer”. This step-wise controlling is considered so far as “per UE” basis rate controlling scheme in such a way that the rate assignment are carried out for the more than flows in combined manner, i.e. TFC. In fact, the step-wise controlling of UE pointer may require an ordering of TFCS with respect to aggregated transmission rate of all TFs belongs to each TFC. This per-UE basis enables the uplink scheduler to control the noise rise contribution of UE by moving corresponding UE pointer up or down. 
Per-UE basis Rate Scheduling and UE Pointer
Although the Per-UE basis rate scheduling provides an efficient rate controlling framework in the case of single flow multiplexed into EDCH, however, the following concerns are identified when multiple flows are multiplexed: 

· Rate Control Coupling
Given a set of flows multiplexed into a EDCH, if a sufficient rate granularity is needed for each flow, then per-UE basis rate scheduling has a problem of coupling in controlling the assigned rate of each flow. For example, if node B scheduler wants to increase/decrease a rate of one of flows, the rates of other undesired flows could be altered during the course of step-wise adjustment of desired flow(see detail example shown in [3]). To avoid this problem, TFCS can be carefully configured but, in general, it is not trivial task when several flows are multiplexed and finer granularity is needed for each flow.
· Sensitivity on L1 Signalling Error
In the presence of L1 scheduling signalling error, small drifting of UE pointer could result in some serious impacts in scheduling efficiency. For example, if the scheduler wants to move UE pointer to TFC(n)=[TF1@128kbps, TF2@8kbps] but L1 singling error obstructs UE pointer at TFC(m) [TF1@12kbps, TF2@128kbps]. In this case, the allocated resource for each flow is actually swapped around.
· Inflexible adjustment speed for prioritized flow
It may be desirable if Node B scheduler can adjust one of flow (with some tighter QoS requirements) faster than other flows. Current Per-UE basis rate scheduling does not allow efficient signalling bandwidth sharing between multiple flows. 

Per-flow basis rate scheduling and Flow Pointer
In our previous contribution [3], a scheme enabling Per-Flow basis rate scheduling was proposed. Per-flow basis rate scheduling can be seen as a generalized extension of current per-UE rate scheduling in a sense that a separate “Flow pointer” is assigned to each flow which is multiplexed into same EDCH. Then node B rate scheduler controls these Flow pointers associated with a UE. In fact, per-UE basis scheduling can be seen as a special case of the per-Flow basis scheduling (i.e. all flows are aggregated into one set of flows). Detail comparison of per-UE basis and per-Flow basis rate scheduling are shown in the following table: 
	
	Per UE basis Rate Scheduling
	Per Flow basis Rate Scheduling

	Object under control of Node B rate scheduler
	UE Pointer
	Flow Pointers

	Indication of Pointer
	UE Pointer indicates maximum allowed TFC
	Flow pointers indicate maximum allowed TF for each flow

	Number of scheduling pointer per UE
	1
	Equal to number of flows

	Coupling of flow rate controlling
	Yes (severity depends on how TFCS is configured)
	No

	Scheduling efficiency
	Number of adjustment steps for UE Pointer is “exponentially” growing if fine rate granularity is needed to be supported for each flow.
	Number of adjustment steps for Flow Pointer is “linearly” growing if fine rate granularity is needed to be supported for each flow. 

	Impact L1 scheduling signalling error
	All flows are affected by one signalling error
	One signalling error is limited to the flow associated with the signalling.

	Faster rate scheduling for prioritized flow
	FFS
	Supported


Comparison of Per UE basis and Per Flow basis Rate Scheduling
4. Conclusion and text proposal for TR 25.896
GBR

The proponent believes that provisioning of GBR traffic can add significant value to EDCH by enabling streaming traffic, compared to R99 DCH, with higher capacity due to node B scheduling and low residual error due to lower layer retransmission. If RAN1 and RAN2 agree a “need” of study of GBR in EDCH, then we would like to propose a text proposal submitted in [2] for inclusion of TR 25.896.
Per-Flow Basis Rate Scheduling

In this contribution, we compared the pros and cons of both per-UE and per-Flow basis rate scheduling. From this comparison, we identified several problem of current RAN1 assumption of per-UE basis rate scheduling. Since this issue is also RAN2 related, we would like to have opinion from RAN2 on this issue. If RAN2 and RAN1 feel the proposed per-Flow based rate scheduling is worth to investigate then we would like to propose the text proposal submitted in [3] for inclusion of TR 25.896.
5. Reference
[1] 3GPP TR 25.896 “Feasibility Study of Enhanced Uplink for UTRA FDD”, version1.1.2
[2] R1-03-1322 “Consideration of Provision of Guaranteed Bit Rate Service in Enhanced Uplink “ TSG-RAN Working Group 1 meeting #35, Lisbon, Portugal, 17th – 21st November 2003, NEC
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1. Introduction 

At present, Guaranteed Bit Rate (GBR) is supported in R5 HSDPA in order to serve an important role of efficient provisioning streaming and interactive services in downlink packet transmission. Current requirement of uplink enhancement in TR [1] also clearly indicates the strong emphasis on uplink streaming services. In order to consider the issue of supporting GBR in enhanced uplink, this contribution intends to kick off the discussion by raising several aspects of further consideration.

2. Discussion

Limitation of R99 uplink DCH for provisioning streaming GBR

R99 RNC can support uplink streaming traffic by means of RRC controlling TFCS assigned for UE in a cell. To guarantee a certain bit rate over the air-interface, RNC can allow “sufficient” TFC set to support the required bit rate. However GBR traffic can be more efficiently handled by enhanced uplink dedicated channel due to:

· Lowered BLER target of GBR traffic – Fast L1 retransmission introduced by enhanced uplink relax the BLER requirement at lower level from which the capacity can be maximized. 


· Tighter controlling noise rise portion of GBR traffic – Closer to radio, the Node B scheduler has better opportunity for tightening a noise rise variation due to GBR traffic and therefore increasing the system capacity. 

Enhanced Uplink for provisioning of streaming GBR


Let us start from an illustration in Figure 1 where two UEs have two MAC-d flows with attribute of GBR and non-GBR. Having current working assumption of transport channel multiplexing in mind, we consider all flows are transported over E-DCH. Each UE reports rate request or scheduling information to the Node B scheduler which, then at Node B, are classified with respect to associated GBR attribute of flow. Node B scheduler assigns the portion of available uplink noise rise by means of controlling suitable subset of TFCS for each UE. This management of “Node B controlled TFC subset” should be able to meet the requirement of GBR flows in the cell while maximising the cell capacity. This figure only illustrates the simplified overall aspects of provision of GBR in the uplink scheduling and some further detail aspects are considered in the following.
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Figure 1: provision of GBR in fast uplink L1 node B scheduling

· GBR attribute of MAC-d flow

Reflecting the downlink HSDPA GBR framework, each uplink MAC-d flow can be associated with per-flow and per-UE specific GBR attribute. RNC can inform both UE and node B of this MAC-d attribute at establishment of EDCH transport channel. R5 GBR definition can be reused in enhanced uplink such that the uplink Node B scheduler should deliver GBR over the air interface under normal operating conditions provided there is data to be delivered at UE. 

· Node B scheduling and GBR

Current fundamental principle of node B scheduling (both Rate Scheduling and Rate & Time Scheduling) provides a general enough framework for fast L1 controlling transmission rate of GBR flow. Node B scheduler can control the subset of TFCS by observing both the reception status and queue size of GBR flow. L1 scheduling information may include queue size of GBR flow and available transmission power margin of UE.

· Resource allocation at UE and GBR

Since GBR attribute was not defined in R99 uplink DCH, there is limitation for current R99 UE TFC selection algorithm in efficiently treating both GBR and non GBR flows. Furthermore, the Node B scheduler should have a good control over the UE behaviour regarding on how UE allocates the assigned portion of uplink noise rise. Therefore, if UE procedure is needed to be changed, it is necessary that the UE resource allocation policy is needed to be “simple and transparent” to Node B scheduler.

· L1 signalling

Unlike HSDPA where the node B scheduler knows the detail status of all data queues, the uplink Node B scheduler requires UE to report its queue status of GBR flows in detail. It is FFS whether or not current assumptions on L1 signalling schemes for Rate scheduling and Rate & Time scheduling are sufficient for efficient Node B scheduling for GBR flows. For example in the case of Rate & Time scheduling, UE reports SI via uplink including the buffer occupancy of UE. If only aggregated buffer size is reported to node B, then the scheduler may be not able to make more efficient decision. 

3. Conclusion and text proposal for TR 25.896

After reviewing several issues of provisioning of GBR in uplink enhancement, we found 


· For streaming service, GBR functionality/feature has not yet been studied/considered explicitly in TR.



· The current assumptions of uplink scheduling seem to provide general enough framework although detail investigation is FFS. 



· Some assumptions of GBR feature of R5 HSDPA could be reused in Enhanced Uplink


In conclusion, if RAN1 agrees that provisioning of GBR can add significant value to enhancement of uplink, then we would like to propose a following text proposal for inclusion of TR 25.896:


-----------------------------------------------------------------

7.x Provision of Guaranteed Bit Rate in Enhanced Uplink

7.x.1 Purpose and General Assumptions


R5 HSDPA supports the Guaranteed Bit Rate functionality for downlink steaming packet data transmission. In uplink a provision of GBR functionality using enhanced uplink dedicated transport channel may allow more spectrally efficient transmission of streaming data packets than using existing R99 dedicated transport channel. This goal of efficient handling of GBR traffic is to be reflected during the study of fast Node B scheduling, shorter TTI length and Node B controlled rapid retransmission. 


Current R5 HS-DSCH specification defines an attribute of GBR associated with HS-DSCH MAC-d flow such that the downlink Node B scheduler should deliver GBR over the air interface under normal operating conditions provided there is data to be delivered. It is possible to reuse this R5 GBR definition in uplink enhancement so that GBR attribute can be associated with EUDCH MAC-d flow at establishment period. 


7.x.2 Scheduling strategies to support GBR

Fundamental principle of Node B scheduling is that Node B can allocate the common uplink system resource to UEs in a cell by means of fast L1 controlling of TFC subset. In the presence of GBR flows, Node B scheduler should be aware of GBR attribute of each flow and it should be able to monitor the condition of GBR flow so as to provide a needed resource. For efficient uplink Node B scheduling of GBR flows, uplink L1 signalling is needed for updating the explicit status of GBR data queues at UE. Furthermore to enable more controlling capability for the Node B scheduler over UE, a simple and transparent UE resource allocation policy is preferable. 

7.x.3 Signalling to support GBR

7.x.3.1 L1 signalling

This section is to be defined

7.x.3.2 RRC signalling

This section is to be defined.

7.x.3.3 Iub/Iur signalling

This section is to be defined.

-----------------------------------------------------------------

4. Reference

[1] 3GPP TR 25.896 “Feasibility Study of Enhanced Uplink for UTRA FDD”, version1.0.2
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1. Introduction

The rate scheduling scheme in enhanced uplink enables a node B scheduler to manage the “UE allowed TFC subset” in step-wise manner by use of UE pointer. In this contribution, we review several issues of step-wise TFC controlling in the presence of multiple transport channels associated with enhanced uplink dedicated channel. 

2. Problem definition: Step-wise controlling of UE Pointer and Ordering TFCS

The step-wise controlling of UE pointer may require an ordering of TFCS possibly with respect to aggregated transmission rate of all TFs belongs to each TFC. This enables the uplink scheduler to control the noise rise contribution of UE by moving corresponding UE pointer up or down. Assuming that the scheduler can control TFC in this step-wise manner, the ordering of TFCS is not trivial task in case of more than one transport channel is multiplexed together. Figure 1 illustrates an example of TFCS for a case of two transport channel. Both transport channels have four transport formats, equivalent to the rate of 128, 64, 32 and 8kbps. The resulting total size of TCFS is 16 and all TFCs are ordered with respect to total transmission rate.

If current UE pointer indicates TFC7 (64kbps, 64kbps) and scheduler wants to reduce the maximum rate of TrCH 2 from 64 kbps to 8kbps, several DOWN commands should be sent until the Pointer reaches at TFC11 (64kbps, 8kbps) via downlink control channel. During the transition time there are possibly several problems:


1. Coupled control of maximum transmission rate of individual transport channel - The course of this adjustment includes some undesirable states which reduces the maximum rate of TrCH1. From TFC7 to TFC11, there are TFC8 and TFC10 which reduces the rate of TrCH1 to 32kbps and 8kbps respectively. Although this adjustment duration is short in this example, but in case of large size of TFCS with larger number of multiplexed transport channel, the adverse effect can be more serious reducing the effectiveness of fast L1 node B scheduling.


2. Signalling error sensitivity – In the presence of only 1 TrCH, the drifting of UE pointer would result slight higher or lower transmission than necessary. However, in the presence of more than one TrCHs, small drifting of UE pointer could result in some serious impacts in scheduling efficiency. In the example of Figure 1, let us suppose the scheduler wants to move UE pointer from TFC7 (64kbps, 64kbps) to TFC5 (128kbps, 8kbps) but there was error that UE pointer stopped at TFC6 (8kbps, 128kbps), possibly due to UP -> DTX misinterpretation. Therefore allocated resource for each TrCH is actually swapped around. This is particularly true if TFC of (LOW, HI) and TFC of (HI, LOW) are neighbouring TFC.   

3. Slow adjustment for higher priority transport channel – It may be desirable that the maximum rate of certain TrCH can be adjusted faster than others depending on its attribute such as priority and QoS. Current step-wise scheduling does not allow efficient signalling bandwidth sharing between multiple TrCHs. For example, if scheduler wants to move UE pointer from TFC7 to TFC1, 6 rate grant commands should be sent so that it is difficult to meet QoS critical uplink data transmission. 
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Figure 1: Ordering TFCS and problem of Step-wise controlling of UE Pointer

3. Proposed Solution: Step-wise controlling of UE Sub Pointer and Sub TFCS

Generally speaking, step-wise controlling of UE pointer seems only suitable solution in the presence of only one TrCH. In the following, we propose a solution which can be seen as a generalization of current step-wise UE Pointer controlling scheme: 

TrCHs are divided, possibly based on the priority, into multiple TrCH sub groups. Also the TFCS is divided into multiple sub TFCS which is associated with a UE sub pointer. Each sub TFCS contains the allowed combination of TF for the TrCHs belong to the sub group. Then the step-wise controlling is performed per sub UE pointers basis with restriction that the resulting combination of sub TFC should be a valid TFC in TFCS. The signalling of rate grant and rate request is also carried out per sub UE pointer basis and the sharing signalling bandwidth can be in TDM manner. Each TrCH sub groups can occupy unequal share of signalling bandwidth depending on priority.

Current step-wise controlling of UE pointer can be seen as a special case of the proposed solution that is the number of sub group is equal to one. For the case of example shown in Figure 2, one can divide two TrCH into two sub groups. In this case, each TrCH sub group comprises of only one TrCH and also sub TFCS of each group comprises of all TF of each TrCH allowed in original TFCS (Figure 2). Two sub UE pointers are indicating the TF of each TrCH and each sub UE pointer can be controlled independently by the node B scheduler. The rate grant and rate request signalling can be also carried out in uplink and downlink control channel in TDM manner. In this example, TrCH1 occupied more signalling bandwidth than TrCH2.

Let us examine then the problems identified in previous section below:  


1. Coupled control of maximum transmission rate of individual transport channel – Separating UE pointers into several Sub UE pointers removes the undesirable TFC transition. For example, in case scheduler wants to move UE pointer from TFC7 to TFC11, only maximum rate of TrCH2 is reduced while that of TrCH1 is intact. Even in case of large size of TFCS with larger number of multiplexed transport channel, it is still possible to remove the adverse effect of undesirable TFC transition which improves the effectiveness of fast L1 node B scheduling.


2. Signalling error sensitivity – Signalling error in a sub UE pointer will not affect the other sub UE pointers. In the example of Figure 1, if the scheduler wants to move sub UE pointers from TFC7 (64kbps, 64kbps) to TFC5 (128kbps, 8kbps) but there was error in 1st sub pointer, then the resulting UE pointer would stop at TFC11 (64kbps, 8kbps), possibly due to UP -> DTX misinterpretation.   


3. Faster adjustment for higher priority transport channel – By unequally sharing the control channel bandwidth, it is possible that the maximum rate of certain TrCH can be adjusted faster than others depending on its attribute such as priority and QoS. For example shown in Figure 1, if scheduler wants to change rate of TrCH2 by moving UE pointer from TFC7 to TFC11, the proposed solution allows more frequent rate grand command for TrCH2. Therefore scheduler can meet QoS critical uplink data transmission. 
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  Figure 2: Step-wise TFC controlling with UE sub pointer

4. Conclusion


In this contribution, we explained a problem of conventional step-wise controlling of UE pointer and proposed new solution based on UE sub pointer. It is shown that the presented solution has the following advantages 


1. De-coupled control of maximum transmission rate of individual transport channel


2. Reduced sensitivity on signalling error.

3. Unequal bandwidth sharing for faster adjustment for higher priority transport channel 


4. The conventional step-wise controlling of UE pointer is a special case of the proposed solution. 


From this conclusion, we propose the following text proposal for inclusion of TR 25.896. 


---------------------------------------------------------------------------------------------------------------

7.1.1.3.X
Step-wise control of the UE allowed TFC subset with Sub UE Pointers

TrCHs are divided, possibly based on the priority, into multiple TrCH sub groups. Also the TFCS is divided into multiple sub TFCS which is associated with a UE sub pointer. Each sub TFCS contains the allowed combination of TF for the TrCHs belong to the sub group. Then the step-wise controlling is performed per sub UE pointers basis with restriction that the resulting combination of sub TFC should be a valid TFC in TFCS. The signalling of rate grant and rate request is also carried out per sub UE pointer basis and the sharing signalling bandwidth can be in TDM manner. Each TrCH sub groups can occupy unequal share of signalling bandwidth depending on priority.

---------------------------------------------------------------------------------------------------------------
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