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Introduction

The following text proposal is based on [7] which was presented in the Espoo RAN WG1 Adhoc meeting. This text proposal is for discussion and approval and subsequent inclusion in the enhanced uplink TR [1].  Compared to Release-99 uplink results, over 60% gain in both sector and user throughput is obtained with Enhanced Uplink using Rate scheduling (control) with persistence and a 10ms TTI. In addition, rise-level control is superior to Release-99 under relatively high loading.
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9.6.2 Results with HARQ, 10ms TTI, rate scheduling with persistence

9.6.2.1
Full Buffer results

The following results reflect the relative cell throughput gain of E-DCH, with 10ms TTI, HARQ and with Node-B rate control with persistence, over the system with DCH (Release 99), with 10 ms TTI, 200ms scheduling period and a centralized (RNC based) Round Robin scheduler.

The system configuration is shown in Table 9.6.2.1 Other assumptions are as listed in Annex A3.

From Figure 9.6.2.1 it can be seen that use of the E-DCH with Node-B Rate control with persistence compared to Release 99 uplink with 200ms Time sliced Round Robin yields approximately a 60% improvement in user and cell throughput and 30% reduction in outage (%UEs with user throughput < 16Kbps) for similar RoT statistics as shown in Table 9.6.2.3. For longer RLC round trip time delay and lower R99 dropped frame targets (x%users with >1% dropped frames) the throughput improvement is over 80%.
Figure 9.6.2.2 presents the fairness curve, defined in terms of CDF of the normalized user throughputs. It shows that the fairness remains approximately the same for DCH and E-DCH.

9.6.2.2
Mixed traffic model results

The following results reflect the relative cell throughput gain of E-DCH, with 10ms TTI, HARQ and with Node-B rate control with persistence, over the system with DCH (Release 99), with 10 ms TTI, 200ms scheduling period and a centralized (RNC based) Round Robin scheduler.

The system configuration is shown in Table 9.6.2.1 Other assumptions are as listed in Annex A3.

From Figure 9.6.2.3 it can be seen that use of the E-DCH with Node-B Rate control with persistence compared to Release 99 uplink with 200ms Time sliced Round Robin yields for Gaming traffic approximately a 30% and 45% improvement in cell and user throughput respectively and 10% reduction in outage (%UEs with user throughput < 16Kbps) for similar RoT statistics as shown in Table 9.6.2.5.  For NRTV (64Kbps streaming) traffic the outage (% users with more than 2% late (dropped) packets) is reduced by almost 45% while for the Mixture case (1/3 FTP, 1/3 NRTV, 1/3 Gaming) the cell and user throughput is increased by 15% and 50% respectively.
Figure 9.6.2.4 presents the delay curve for Gaming traffic, defined in terms of reduction in average packet call throughput. It shows that about a 40% improvement for E-DCH over DCH until the edge of the cell is approached which occur for a transmission gain of around 125dB.

Figure 9.6.2.5 presents the fairness curve for Gaming traffic, defined in terms of CDF of the normalized user throughputs. It shows that the fairness remains approximately the same for DCH and E-DCH.

Table 9.6.2.1
	Parameter
	Configuration

	Layout
	19 Node-B, 3-cell wrap-around layout

Site to site distance = 2800 m

	Channel model
	PB3 (Pedestrian B, 3km/h)

	Traffic model
	Full buffer or Gaming, FTP, NRTV

	Node-B Receiver
	Rake (2 antennas per cell)

8 fingers per UE (finger assignment as in Table A-6 in [1])

	#UE per cell
	5 or 10 (as indicated)

	UE timing
	Time aligned (no offset between users)

	Duration
	300 s + 10 s warm-up per Monte Carlo drop (up to 20 drops)

	HARQ
	Max # of transmissions = 4 (Chase/IR combining)
N = # of HARQ processes = 3,  Re-transmission delay = 30 ms

Ack/Nack errors = 0%

	Scheduling Type
	R99: (RNC)
Round Robin scheduler with 200ms scheduling period. Maximum CDM and rate controlled per cell based on Rise over Thermal measurements.
E-DCH: (Node-B) Time + Rate
Node-B Proportional Fair scheduler with 

1 serving cell per UE = best DL (same as HSDPA serving cell). All cells in UE’s active set send ACK/NAK.
E-DCH: (Node-B) Rate + Persistence
CDM users transmit autonomously while the maximum data rate and hence the rise over thermal level is controlled by Node-B using a persistence parameter which is signaled by the Node-B.

	Scheduling delays
	DCH

E-DCH

Time+rate

Period

200 ms

10 ms

Uplink SI delay

Uniform 60-100 ms

10 slots

DL Grant delay

Uniform 60-100 ms

1 slot

RLC delay (RTT)
100ms or 200ms
100ms or 200ms


	Power control
	Outer loop driven by ZTB 1.6Kbps 10ms TTI and DPDCH services
Inner loop error rate = 4%, delay = 1slot, step size=1dB
PA size: 21dBm, 
TFC power measurement error: 2dB std dev.
TFC power measurement delay: 3 slots

	DCH
	TFCS = 8,16,32,64,128,256,384 Kbps (see Table 9.6.2.2)
Minimum set: DCCH (c,d)=(15,4), ZTB (c,d)=(15,9), SID (c,d)=(15,7)
Reference link level data as presented in R1-040017, 227.

	E-DCH
	TFCS = TFS = MCS as shown in Table 9.6.2.2
Minimum set: DCCH, ZTB, SID (if speech+data)
E-TFC selection:

Similar to R99 TFC selection. UE MAC decides upon the E-DCH TFC in SUPPORTED_STATE and EXCESS_POWER_STATE every radio frame. The parameters {x, y, z} are set to {15, 30, 30} as in Rel‑99.

Reference link level data as presented in R1-040017, 227

	E-DPCCH
	TFCI on DPCCH is used to indicate TFC for 10ms TTI
TFC indicated with 20Kbps TFRI channel for 2ms TTI

	SHO
	When in SHO E-TFS is restricted via R99 TFC selection

	Channel Estimation
	BW=625Hz, non-ideal & modeled in system simulation (see [2,3])

	Vehicular Penetration/Body Loss
	6 dB (see link budget Annex B R1-040017)


The TFC for DPDCH and E-DCH are shown in Table 9.6.2.2
Table 9.6.2.2 DCH and E-DCH Per TFC relative power levels
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Rates 640Kbps thru 1440Kbps use QPSK modulation
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Figure 9.6.2.1: T-put gain of E-DCH over DCH for similar RoT – Full Buffer

Table 9.6.2.3 System/User Performance for Full Buffer traffic, PB3
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Figure 9.6.2.2: Full Buffer Fairness curve for PB3 (RLC delay=200ms)
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Figure 9.6.2.3: E-DCH improvement over DCH for similar RoT
Table 9.6.2.5 System/User Performance for different traffic
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* Gaming, FTP outage: User t-put < 16Kbps,   NRTV outage: >2% packets late (dropped)
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Figure 9.6.2.4 Gaming Traffic: E-DCH Delay Reduction over DCH for PB3
[image: image9.emf]0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

User Throughput / Average User Throughput

CDF

EU: Rate + Persistence R99: Round Robin


Figure 9.6.2.5 Gaming Traffic Fairness curves for PB3
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