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Introduction

Enhanced uplink is expected to provide significant gains over the Rel-99. Some possible ways to achieve that is by introducing HARQ, higher data rates and shorter TTI length. Fast scheduling enables to take advantage of the temporal variations of the channel. This can help reducing interference to the other cells, and therefore better utilize uplink available resources, resulting in higher throughput and lower delays.

In this document, we present the E-DCH system performance with 2ms TTI, HARQ and a Node-B scheduler [1][2], in terms of cell throughput and fairness. The system performances are compared for different scheduling algorithms, including genie aided and realistic channel sensitive schedulers.
Text Proposal

9.6.4
E-DCH System Performance with a Channel Sensitive Scheduler

Fast scheduling enables to take advantage of the temporal variations of the channel by performing a channel sensitive scheduling. This can help reducing interference to the other cells, and therefore better utilize uplink available resources, resulting in higher throughput and lower delays.

In this section, we present the E-DCH system performance with 2ms TTI, HARQ and a Node-B scheduler with different scheduling algorithms, including genie aided and realistic channel sensitive scheduling algorithms.

9.6.4.1
Full Buffer Results

The following figures present the system performance of E-DCH with 2ms TTI, HARQ and a Node-B scheduler with different scheduling algorithms. The comparison of in terms of throughput and fairness are shown.

The system configuration is shown in Table 9.4.1.1.1, with exceptions given in Table 9.6.4.1.1. The MCS for E-DCH is in Annex 2.2.1.

Table 9.6.4.1.1: System Configuration

	Parameter
	Configuration

	Scheduling algorithm
	1. Proportional Fair, 
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Channel Sensitive with Max Threshold:

where Priorityi is the priority value for the i-th user, 
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      is the user’s maximum pilot power, and 
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      is the user’s pilot power at the moment of scheduling

3. Channel Sensitive with Average Threshold:
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       where Priorityi is the priority value for the i-th user,

       is the user’s pilot power averaged over 120 slots, and 
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       is the user’s pilot power at the moment of scheduling
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Channel Sensitive based on power control commands from the serving cell (PC based):
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where CumulativePCi  is the cumulative of the power control commands(Up=1, Down=-1) to the i-th user from its serving cell, Diff_CumulativePCi  is the difference between the short-term and long-term averages of the cumulative power control commands, and a is the scaling factor. 

Diff_CumulativePCi  is needed to compensate for the offset in the cumulative power control commands that exists when a user is in SHO – cumulative metric does not take into account down PC commands from the non-serving cells, so the cumulative metric is always increasing function, with an offset between the long-term and short-term averages.

The channel sensitive schedulers 2 and 3 are genie aided – the actual Tx pilot power is assumed to be known to the scheduler


Figure 9.6.4.1.1 presents the system throughput as a function of the average RoT. The fairness curves, represented in the form of cumulative density functions (CDF) of user throughputs normalized by the average throughput per user, are presented in Figure 9.6.4.1.3. It can be seen that the channel sensitive scheduling can yield a significant gain over the proportional fair scheduling, as presented in Figure 9.6.4.1.2. The gain is especially pronounced with the channel sensitive scheduling with max threshold, but at the price of significantly worse fairness. The channel sensitive scheduler with average threshold exhibits very good performance by improving both throughput and fairness over the proportional fair scheduler. The realistic, power control commands based (PC based), channel sensitive scheduling also overperformes the proportional fair scheduling scheme. The PC based channel sensitive scheduler with the scaling factor of 1.2 provides a throughput gain of about 5% with better fairness than proportional fair scheduler. With the scaling actor of 1.4 the fairness of the PC based channel sensitive scheduling is approximately the same as the fairness of the proportional fair scheduling, and the throughput gain is about 10%.

Figure 9.6.4.1.3 shows the RoT overshoot of the considered scheduling algorithms. At the possible region of interest for the average RoT of up to 5 dB, all schemes have RoT overshoot smaller than 1%.  
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Figure 9.6.4.1.1: Average cell throughput as a function of the average RoT
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Figure 9.6.4.1.2: Average cell throughput gain of the channel sensitive schedulers over the proportional fair scheduler as a function of the average RoT
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Figure 9.6.4.1.3: Fairness curves
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Figure 9.6.4.1.4: RoT overshoot

It is seen that by using the realistic channel sensitive scheduler, the E-DCH throughput and fairness improves over the proportional fair scheduling. Hence, taking the advantage of temporal variations of the channel can improve the system performances, and the fast scheduling with the short, 2 ms TTI length, can enable that.
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