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Introduction

Enhanced uplink is expected to provide significant gains over the Rel-99. Some possible ways to achieve that is by introducing HARQ, higher data rates, shorter TTI length, and using suitable scheduling mechanism. In this document, we investigate the E-DCH system performance with 2ms TTI, HARQ and two different scheduling methods: Node-B time and rate scheduler with proportional fair scheduling algorithm [1][2], and Node-B rate scheduler. The system performances are compared in terms of cell throughput, fairness, RoT overshoot and delays.
Text Proposal

9.6.3
Performance with Node-B Rate Scheduling

9.6.3.1
Performance with Full Buffer

9.6.3.2
Performance with Mixed Traffic Model

E-DCH system performance with 2ms TTI, HARQ and two different scheduling methods are investigated. The considered scheduling schemes are Node-B time and rate scheduler with proportional fair scheduling algorithm, and Node-B rate scheduler. The system performances are compared in terms of cell throughput, fairness, RoT overshoot and delays.

The system configuration is shown in Table 9.4.1.1.1, with exceptions given in Table 9.6.3.2.1. FTP traffic parameters are shown in Table 9.6.1.2.1. The MCS for E-DCH is in Annex 2.2.1.

Table 9.6.3.2.1: System Configuration

	Parameter
	Configuration

	Traffic model
	Mixed (4 FTP, 4 Video, 4 Gaming)

	#UE per cell
	12


Figure 9.6.3.2.1 shows the system throughput as a function of the average RoT. The small gain of the time and rate scheduling over the rate scheduling scheme that can be observed at the lower RoT is primarily due to the TDMA gains of the time and rate scheduling.

The RoT overshoot is given in Figure 9.6.3.2.2. It can be seen that the RoT overshoot is very similar for both scheduling methods.

The cumulative density function (CDF) of user throughputs normalized by the average throughput per user is used to represent the fairness. The fairness curves, given in Figure 9.6.3.2.3, show that there is almost no difference between the fairness of the time and rate scheduling and rate scheduling.

Figures 9.6.3.2.4, 9.6.3.2.5, 9.6.3.2.6, and 9.6.3.2.7 present the average packet call delays and the average packet delays. Packet call delay is the time between two consecutive reading periods. For Gaming users, packet call delay represents the time of a gaming session that includes the time during which the packets are generated (active period), and the time needed for transmission of the data packets accumulated during the active period. For FTP users, packet call delay is the time needed for an FTP file upload. Packet delay is the time needed for a packet to be received at a Node-B. It can be seen that the delay characteristics of the FTP users are very similar for both scheduling schemes. Gaming traffic exhibits slightly shorter delays with the time and rate scheduling, possibly because of the smaller rump-up delays that would play significant role for the smaller gaming packets, and because the users at very bad locations have more opportunities to transmit (due to smaller interference) and therefore have shorter worst case delays. The Video users experience shorter delays at the lower available uplink resources (smaller average RoT). The reason is that the load offered by the Video users is approximately the same as the minimum E-DCH data rate of 74 kbps. Therefore, when using the rate scheduling, there is no need to ramp-up to the higher rates, since the starting rate is sufficient. On the other hand, the scheduling delays with time and rate scheduling only increase the overall delay. For larger available uplink resources, when time and rate scheduling delays are not significant, the average packet delays are very similar for both time and rate and rate scheduling. 
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Figure 9.6.3.2.1: Average cell throughput as a function of the average RoT 
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Figure 9.6.3.2.2: Percentage of time the RoT is greater than 7 dB
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Figure 9.6.3.2.3: Fairness curves
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Figure 9.6.3.2.4: Average packet call delay for FTP users
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Figure 9.6.3.2.5: Average packet call delay for Gaming users
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Figure 9.6.3.2.6: Average packet delay for FTP users
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Figure 9.6.3.2.7: Average packet delay for Video users

It is seen that under the assumptions given here, there is no significant gain that one scheduling method can offer over the other. The shorter delays expected with the time and rate scheduling due to the faster reach of the high data rates are not pronounced in this results due to the nature of the traffic models used. In other words, there is no bursty traffic with moderately large packets, such as HTTP requests, that would emphasize the fast data rate rump-up with time and rate scheduling. Also, the smaller network delay than what is assumed here (Table 9.6.1.2.1) would further stress the fast data rate rump-up of the time and rate scheduling.


























































